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FACOM Techweek e WTDCC

A TechWeek & um evento realizado pela Faculdade de Computagio (FACOM) da
Universidade Federal de Uberlandia (UFU), que busca promover atualizagdo
técnica e apresentar as Gltimas tendéncias tecnoldgicas, reunindo e proporcionando
uma maior interacdo entre discentes, docentes, profissionais e empresas das areas
de Tecnologia da Informacdo. Trata-se de um evento tradicional, j& em sua
décima segunda edicdo, composto por palestras, minicursos, mesas-redondas,
competicdes técnicas e apresentacdo de trabalhos e pesquisas cientificas.

Desde 2016, o Workshop de Teses e Dissertacdes em Ciéncia da
Computagcdo (WTDCC) é realizado em conjunto com a TechWeek. Em sua
décima nona edicio, o WTDCC contou com a participacio de discentes de
graduacdo e de pés-graduacdo de universidades de Uberlandia e da regido.

Dentre os objetivos do WTDCC destacam-se:

* Permitir a troca de experiéncia entre os pesquisadores;

*  Promover a melhoria dos trabalhos produzidos, por meio de uma avaliacio
critica e independente;

* Divulgar o Programa de Pés-Graduagdo em Computagdo da FACOM/UFU;

* Permitir aos docentes um acompanhamento das pesquisas em andamento;

* Apoiar os trabalhos de pesquisa dos discentes;

* Estimular a colaboragao entre os docentes do PPGCO/UFU;

* Permitir a colaboracdo inter-grupos de pesquisa; e,

* Refletir sobre a atual situacdo do PPGCO na UFU e no cenéario nacional.

Nesse sentido, o evento constitui um importante espaco de integracdo para
a troca de experiéncias académico-cientificas, objetivando o desenvolvimento da
ciéncia e da tecnologia nesse dominio do conhecimento.

A TechWeek e o WTDCC tiveram atividades desenvolvidas em formato
presencial e online em 2025.
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Prefacio

O XIX Workshop de Teses e Dissertacdes em Ciéncia da Computacdo (WTDCC)
foi realizado juntamente com a Xl FACOM TechWeek e teve como objetivo
divulgar os projetos de pesquisa cientifica e tecnoldgica na area da computacio.
S3o projetos realizados por discentes da graduacdo e pds-graduacdo da
Universidade Federal de Uberlandia (UFU) e da regido. Além disso, teve como
objetivo contribuir para a formacdo dos participantes, despertando o interesse
pelas descobertas cientificas e pela resolucdo de problemas complexos.

Na sua décima nona edicdo, o WTDCC contou com palestras tematicas,
mesa-redonda, bem como com a submissio e apresentacdo de trabalhos. As
palestras abrangeram tépicos relacionados as linhas de pesquisa desenvolvidas pelo
Programa de Pés-Graduagdo em Ciéncia da Computagdo (PPGCO/UFU). A mesa-
redonda reuniu os discentes internacionais do PPGCO/UFU para uma conversa
sobre suas pesquisas e sua cultura. As submisses de trabalhos, em formato de
resumo, contemplaram duas trilhas relacionadas a formacido dos discentes:
trabalhos de graduacdo (iniciagdo cientifica e trabalho de conclusdo de curso) e de
pés-graduacdo (especializagdo, mestrado e doutorado). Véarios desses trabalhos
foram apresentados durante o evento em sessdes de exposicdo de pdsteres.

Além da publicacdo de 89 trabalhos, o WTDCC apresentou uma expressiva
participacdo do piblico, interessado em conhecer mais sobre as pesquisas
desenvolvidas em Uberlandia e regio.

Nesse sentido, agradecemos ao publico que prestigiou as palestras e as
apresentacdes de trabalhos, as palestrantes convidadas, aos participantes da mesa
redonda e a todos que submeteram seus trabalhos para o evento.

Por fim, agradecemos a comissdo de avaliacdo dos trabalhos e também as
empresas e instituicbes de Uberlandia e regido que, de alguma forma, marcaram

presenca no evento.

Prof. Claudiney Ramos Tinoco
Juliete Aparecida Ramos Costa
Renata dos Santos Melo
Coordenadores do XIX WTDCC
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Aleatoriedade Quantica em Sistemas Fotonicos: Da Simulacao
Computacional a Criptografia Moderna

Evellyn Fernanda Machado, Giullia Rodrigues

Universidade Federal de Uberlandia (UFU)
{evellyn.machado, giullia.rodrigues}@ufu.br

Introdugcdo: A geracdo de nameros verdadeiramente aleatérios é essencial para sistemas
modernos de seguranca, sobretudo em aplicacdes de criptografia avancada e cenarios pds-
quanticos. Geradores pseudoaleatérios ndo garantem imprevisibilidade absoluta, e métodos
quanticos baseados em qubits ainda enfrentam limitacdes de velocidade, eficiéncia e custo.
Nesse contexto, sistemas fotdnicos de variaveis continuas (CV) surgem como alternativa
promissora, explorando as flutuacdes quanticas do vacuo como fonte de aleatoriedade fisica.
Essa abordagem utiliza tecnologias 6pticas maduras, alta taxa de deteccdo e compatibilidade
com plataformas de telecomunica¢Bes, permitindo taxas superiores de geracdo e maior
robustez operacional. Este trabalho apresenta uma simulag¢3o pratica de um gerador quantico
de nameros aleatérios baseado em sistemas foténicos CV, demonstrando o processo de
gerac3o e avaliando seu potencial para uso em criptografia. Objetivos: Demonstrar, por meio
de simulagdo, que a abordagem foténica de Variadveis Continuas (CV) é mais eficiente e
pratica para geracio de aleatoriedade em alta velocidade. A andlise justifica-se pela
necessidade de alinhar o desenvolvimento de QRNGs as demandas reais de hardware (Gbps,
robustez e custo), aspecto ainda pouco abordado em métodos DV. Secundariamente, busca-
se validar a aplicabilidade dos bits aleatérios gerados em um protocolo criptografico padrao.
Método: A simulagdo é realizada em Python, utilizando a biblioteca Strawberry Fields,
modelando um circuito foténico CV que mede quadraturas do campo eletromagnético. O
processo simula a detecgdo das flutuagdes quanticas do vacuo por medi¢des de quadratura (X
ou P), resultando em valores continuos associados a imprevisibilidade quantica. Esses valores
sdo entdo processados para extracdo de bits aleatérios, posteriormente usados como chave
em uma cifra XOR, demonstrando sua aplicagdo criptografica. Resultados: Os resultados
esperados incluem a geracdo de dados com distribuicdo estatistica compativel com ruido
quantico, evidenciando a capacidade do modelo foténico CV de produzir valores aleatérios
imprevisiveis. A aplicacdo dos dados em uma cifra XOR valida sua funcionalidade
criptografica, mostrando que os bits gerados cumprem o papel de chave segura. Além disso,
a simulacdo reforca as vantagens dos sistemas fotdnicos CV, como escalabilidade, operacdo
com componentes épticos acessiveis e taxas de geragdo superiores as abordagens baseadas
em qubits. Conclusdo: A simulacdo demonstra que sistemas fotdnicos de variaveis continuas
sdo uma alternativa viavel e eficiente para geracdo quintica de aleatoriedade, oferecendo
vantagens em velocidade, robustez e implementagdo pratica. Embora executada em ambiente
classico, a abordagem ilustra o funcionamento fisico do método e destaca seu potencial para
aplicacdes criptograficas modernas, contribuindo para o avanco de solucdes quanticas
acessiveis e escalaveis em seguranca da informac3o.

Trilha: Trabalho de Graduac3o.
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Algoritmo Genético Orientado a Desordem para a Otimizacao da
Exploracao de Ambientes por Enxames de Robds

Gabriel A. C. Batista, Claudiney R. Tinoco

Universidade Federal de Uberlandia (UFU)
{gabriel.alcantara, claudiney.tinoco}@ufu.br

Introdugcdo: A coordenacdo de enxames de robds representa um desafio significativo na
robética contemporanea, particularmente em tarefas de cobertura ambiental onde a
distribuicdo espacial equilibrada é crucial. Este trabalho investiga a aplicagdo de Algoritmos
Genéticos (AG) para otimizagdo automatica dos pardametros do modelo PheroCom de
coordenacdo de enxames, com foco especifico no aprimoramento da homogeneidade da
exploracdo do ambiente. Propde-se a integracdo da entropia como métrica fundamental na
funcdo de aptiddo do AG, visando superar as limitacdes de configuracdes manuais e abordar
o problema de distribuicdo espacial desbalanceada. Objetivos: Desenvolver um método de
otimizagdo automatica dos pardmetros do modelo PheroCom de coordenag¢do de enxames,
utilizando Algoritmos Genéticos com funcdo de aptiddo baseada em entropia para melhorar a
homogeneidade da cobertura ambiental. Método: Implementou-se um Algoritmo Genético
com funcdo de fitness personalizada, onde a entropia atua como métrica de avaliacdo da
distribuicdo espacial dos rob6s. A abordagem utiliza a entropia como indice multiplicativo em
um sistema de penalizacdo, permitindo identificar configuracdes que favorecem distribuicdes
mais equilibradas no ambiente de simulacdo. Resultados: Os experimentos demonstraram
que a integracdo da entropia permitiu uma analise eficaz da homogeneidade da exploracdo,
resultando em uma ocupagdo 24,75% mais eficiente em comparagdo com configuracdes
manuais. A métrica mostrou-se adequada para promover distribuicdes espaciais mais
equilibradas, evitando tanto concentracBes excessivas quanto regides negligenciadas.
Conclusao: Os resultados obtidos validam a utilidade da entropia como métrica para
otimizac3do da coordenacdo em enxames de robés e demonstram a eficacia dos AGs no ajuste
automatico de pardmetros de modelos de coordenacdo. A abordagem proposta constitui uma
contribuic3o significativa para o campo, oferecendo um método sistematico para melhorar a
eficiéncia na cobertura ambiental. Trabalhos futuros incluem a incorporacio de meétricas
complementares, exploracdo de técnicas de paralelizagio para reducdo do tempo
computacional, e extensdo do método para outros contextos aplicados como coordenacdo de
UAVs em agricultura de precis3o.

Trilha: Trabalho de Graduag3o.
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Analise Bibliométrica da Inteligéncia Artificial na Agricultura:
Mapeamento de Tendéncias e Frentes de Pesquisa

Mariana S. F. Souza, Claudiney R. Tinoco

Universidade Federal de Uberlandia (UFU)
{mariana.souza2, claudiney.tinoco}@ufu.br

Introdugdo: A aplicagdo de técnicas de Inteligéncia Artificial (IA) na agricultura tem
ganhado crescente relevincia académica e pratica, impulsionando transformacgées
significativas no setor agricola global. Diante do acelerado desenvolvimento tecnolégico,
torna-se fundamental compreender o panorama cientifico e identificar diregdes emergentes.
Este estudo apresenta um mapeamento bibliométrico preliminar das publicagdes sobre 1A
aplicada a agricultura, fornecendo uma visdo abrangente e sistematizada do estado da arte. A
pesquisa busca ndo apenas catalogar as tendéncias existentes, mas também analisar
criticamente a distribuicdo tematica e geografica do conhecimento, oferecendo insights
valiosos para a comunidade. Objetivos: O trabalho tem como objetivo principal analisar e
visualizar dados bibliométricos de dez temas representativos da IA aplicada a agricultura.
Especificamente, busca-se: (i) identificar as areas de concentragdo tematica com maior
volume de publica¢des; (ii) mapear a distribuicdo geografica das pesquisas; e, (iii) comparar a
maturidade tecnoldgica entre diferentes subareas. Método: O procedimento metodolégico
seguiu trés etapas sequenciais: (i) coleta sistematica na base IEEE Xplore utilizando queries
especificas para cada tema; (ii) exportagdo e organizagdo dos metadados em formato CSV; e
(iii) processamento e analise dos dados mediante a ferramenta Power BI, permitindo a
criacdo de painéis interativos e visualizagdes analiticas. Resultados: As analises realizadas
permitiram a construcdo de um panorama quantitativo das publicacdes, revelando tendéncias
temporais significativas e concentracdes geograficas especificas. A comparacio entre os temas
evidenciou a predominancia de determinadas subareas de |IA, enquanto outras apresentaram
volume reduzido de producdo cientifica, sinalizando temas emergentes e areas que demandam
maior investigacdo. Conclusdo: Os resultados validam a releviancia crescente da IA no
dominio agricola e demonstram a utilidade da analise bibliométrica como ferramenta de
diagnéstico do estado da arte. O mapeamento realizado constitui uma base sélida para
orientar futuras investigacbes, destacando fronteiras de inovagdo promissoras e direcionando
esforcos de pesquisa para topicos com potencial de desenvolvimento. Estudos futuros poderdo
expandir a analise para outras bases de dados e incorporar métricas de impacto e colaboracdo
cientifica.

Trilha: Trabalho de Graduac3o.
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Analise de Comentarios de Videos do YouTube
utilizando Redes Textuais

Eduarda Moura, Fabiola Pereira

Universidade Federal de Uberlandia (UFU)
{eduarda.lopes, fabiola.pereira}@ufu.br

Introducdo: Para além de nuvens de palavras, dados textuais podem ser analisados e
explorados quando modelados em rede. A anélise de redes textuais, com a representacdo de
textos como grafos formados por nés e arestas, permite extrair informacdes valiosas sobre a
estrutura e dindmica textual. Embora existam diversas abordagens para construir redes a
partir de dados textuais, a literatura carece de estudos comparativos acerca do impacto das
diferentes estratégias de modelagem destas. Em especial, dados de redes sociais sdo
utilizados, pois apresentam grande diversidade em suas caracteristicas linguisticas e
estruturais. Torna-se necessario compreender como diferentes estratégias de construcdo de
redes textuais afetam a qualidade e utilidade das analises, especialmente em tarefas como
mineracdo de opinido e analise exploratéria. Os comentarios do YouTube exemplificam esse
contexto, combinando volume de dados e diversidade linguistica, que s3o desafios
contempordneos para esse tipo de anéalise. Objetivos: O estudo visa explorar técnicas de
representacdo de redes textuais de maneira comparativa, avaliando diferentes estratégias de
modelagem e suas respectivas métricas de analise. A partir desse objetivo, a avaliacdo de
desempenho das redes modeladas em tarefas de mineracdo de opinido precede o cerne da
pesquisa, que consiste nas analises exploratérias baseadas em métricas especificas,
comparando-se os resultados obtidos. Espera-se elaborar diretrizes metodolégicas para
orientar a escolha de técnicas de modelagem de redes textuais em contextos similares a
andlise de dados sociais online. Método: Inicialmente, realiza-se a coleta e pré-
processamento dos dados, preparando-os para serem utilizados na construcdo de redes
textuais. Para a fase inicial, utilizou-se um corpus de aproximadamente 53.000 comentarios.
Em seguida, serdo realizadas analises estruturais das redes geradas, utilizando métricas de
grafos e técnicas de deteccdo de comunidades e identificacdo de termos centrais, dividindo-se
em andlise exploratéria e mineracdo de opinido. Por fim, os resultados serdo sistematizados
para propor diretrizes comparativas que orientem futuras aplicacdes de redes textuais em
dados de redes sociais. Resultados: Até o momento, a revisdo bibliografica tem sido o foco
do projeto, proporcionando uma compreensdo aprofundada sobre redes textuais temporais,
ciéncia de rede e mineracdo de opinido. Esse estudo possibilitou um esboco inicial de uma
rede textual a partir da base de dados coletada, com destaque nos nés com maiores valores
de centralidade. Conclusdao: A expectativa é fornecer contribuices metodolégicas
significativas para analise de redes textuais, demonstrando que diferentes modelagens
possuem vantagens e limitacdes especificas para tarefas distintas. Espera-se que as diretrizes
propostas auxiliem pesquisadores na selecdo de técnicas de modelagem, contribuindo para
maior rigor metodolégico em pesquisas de mineracdo de texto e analise de redes sociais.

Trilha: Trabalho de Graduag3o.
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Analise de Diferentes Operacoes de Aumento de Dados em
Modelos de Classificacdo de Imagens Histologicas

Jodo Anténio M. Jordao, Marcelo Nascimento

Universidade Federal de Uberlandia (UFU)
{joao.jordao, marcelo.nascimento}@ufu.br

Introducdo: Nos altimos anos, a utilizacdo de visdo computacional no campo da saide vem
crescendo com o desenvolvimento de sistemas cada vez mais precisos e confidveis, como
exemplo as técnicas aplicadas na andlise de tecidos histolégicos. Em paralelo, o nimero
limitado de dados e a morosidade do processo de montagem de um dataset com imagens
histolégicas demonstram um gargalo no desenvolvimento dessas tecnologias. Considerando
esse quadro, a técnica de aumento de dados (utilizagdo de dados existentes para criagdo de
novas amostras) se mostra uma estratégia muito atil, auxiliando na construgdo desse tipo de
dataset. Nesse contexto, a anélise dos impactos das diferentes operacdes de aumento de
dados em modelos de classificacdo de imagens histol6gicas confere um maior entendimento
dessa técnica e permite o refinamento dos resultados desses modelos. Objetivos: Estudar as
relacdes entre a aplicacdo de diferentes operacdes de aumento de dados em um dataset de
imagens histolégicas e os resultados de um modelo de aprendizagem profunda para analise e
classificacdo de displasias na cavidade oral, buscando otimiza-lo. Método: Foi utilizada uma
rede neural residual convolucional (modelo ResNet-50) para produzir um classificador capaz
de reconhecer e classificar niveis de displasia juntamente com um algoritmo de aumento de
dados configuravel, permitindo a selegdo de operagdes (desde simples manipulagdes de
imagens até aplicagdo de transformagbes e distor¢des mais complexas) e tamanhos
especificos de aumento. O dataset aumentado apresenta imagens histolégicas da cavidade
oral com diferentes niveis de displasias, com inicialmente 114 imagens para cada uma das
seguintes classes: saudavel (ndo apresenta displasia), leve, moderada e severa. Resultados:
Mesmo com o trabalho em etapa de finalizac3o, a abordagem proposta se mostrou capaz de
demonstrar as relagdes entre as diferentes operaces de aumento de dados e os resultados do
modelo de analise e classificacio construido, permitindo a andlise do impacto dessas
diferentes opera¢des em imagens histolégicas e a otimizagdo do modelo de classificacdo de
displasias, que atingiu uma acuracia de 99,66%. Conclusdo: O estudo da combinacdo de
tecnologias como redes neurais convolucionais e estratégias de aumento de dados para
confeccdo de um modelo de visdo computacional permite um maior entendimento dessas
interacdes e a construcdo de modelos mais robustos, contribuindo para o desenvolvimento de
ferramentas de visdo computacional contextualizadas com imagens histolégicas e tecnologias
orientadas a aplicacdo médica.

Trilha: Trabalho de Graduag3o.
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Analise de Resolvedores de DNS para Navegacao Segura de
Usuarios Idosos na Internet

Jaqueline G. Souza, Thiago Ribeiro

Universidade Federal de Uberlandia (UFU)
{jaqueline.goncalves, tpribeiro}@ufu.br

Introducdo: Este trabalho investigard o uso do DNS seguro como estratégia de protecdo
digital para usuarios leigos e pessoas idosas. O crescente uso da Internet e a vulnerabilidade
desse grupo diante de ameacas virtuais tornam essencial a anéalise de solu¢cdes que oferecam
seguranca e acessibilidade. Nesse contexto, serdo examinados quatro servicos de resolucdo
segura de nomes de dominio disponiveis no mercado: Cloudflare DNS, NextDNS, AdGuard
DNS e Quad9, considerando suas funcionalidades e formas de filtragem de contetdo para
protecdo digital desse publico. Objetivos: O objetivo deste estudo é avaliar a eficacia dos
resolvedores de DNS, mencionados anteriormente, na deteccdo e no bloqueio de sites
potencialmente perigosos, considerando sua aplicabilidade como ferramenta de protecio
digital voltada a pessoas idosas. Busca-se comparar os mecanismos de filtragem empregados
por cada servico, analisar sua eficiéncia na prevencdo de acessos a dominios maliciosos e
examinar a facilidade de configuragdo oferecidas, levando em conta as limitacdes tecnolégicas
frequentemente observadas nesse pablico. Método: A pesquisa adota abordagem
exploratéria, com realizacdo de testes praticos dos resolvedores mencionados. Cada servico
sera avaliado em cenarios simulados que reproduzam situagdes tipicas de navegag¢do usuarios
leigos e pessoas idosas, incluindo tentativas de acesso a sites potencialmente nocivos.
Resultados: Espera-se que a analise comprove a efetividade do uso de resolvedores de DNS
como uma medida pratica de seguranga para usuarios leigos e pessoas idosas, evidenciando
que ha servicos de DNS que se destacam pela capacidade de bloqueio e pela facilidade de
uso. A comparacdo pratica entre os resolvedores permitird identificar quais apresentam
melhor equilibrio entre protecdo, desempenho e acessibilidade, demonstrando que essa
tecnologia pode oferecer uma camada adicional de seguranca mesmo para usuarios com
pouca familiaridade ou malicia digital. Conclusdo: O estudo demonstrard que o uso de DNS
seguro pode representar uma alternativa viavel e acessivel de protecdo digital para usuarios
leigos e pessoas idosas, desde que acompanhado de mecanismos de seguranca confiaveis. De
forma complementar, para idosos e usuarios com maior familiaridade tecnolégica, é possivel
combinar esses resolvedores com ferramentas adicionais, como o pi-hole, ampliando as
camadas de filtragem e controle de conteido e garantindo uma protecdo ainda mais
completa. A analise comparativa dos servicos contribuird para compreender a relevancia dessa
tecnologia como instrumento de seguranca online e para orientar futuras a¢des voltadas a
protecdo desse publico.

Trilha: Trabalho de Graduacio.
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Analise de Técnicas para Remocao de Fundo nas
Imagens do Dataset BDICAFE

Gabriel Tassara, Thiago Ribeiro

Universidade Federal de Uberlandia (UFU)
{tassara, tpribeiro}@ufu.br

Introducdo: Esta pesquisa surgiu da necessidade de otimizar os resultados do projeto
“Identificacdo precoce de deficiéncia nutricional em cafeeiros utilizando descritores digitais e
técnicas de aprendizado profundo”. O projeto original utiliza descritores para processar
imagens e gerar arrays por meio da biblioteca Numpy, treinando os modelos de IA de forma
manual. A partir disso, surgiu a pergunta: “A remocdo do fundo das imagens do dataset
BDICAFE resultaria em ganhos na validagdo do modelo?’. Objetivos: Um dos objetivos
deste trabalho é a remocdo do fundo das imagens do dataset BDICAFE de forma
automatizada, eficiente e sem perdas significativas no objeto alvo da imagem (a folha de
café). Método: Foram realizadas comparagdes preliminares com 6 modelos, sendo que dois
deles foram imediatamente descartados por apresentarem resultados insatisfatérios, ndo
conseguindo manter a estrutura completa da folha apés a remocio do fundo. Foram
selecionados 4 modelos para a proxima fase de analise mais aprofundadas: U2NET, SAM,
ISNET-GENERAL-USE (todos da biblioteca REMBG) e o InsSPyReNet. Para estabelecer o
padrdo-ouro (Ground Truth), foram realizados recortes manuais de folhas de referéncia de
“forma cirargica”. As mascaras geradas pelos modelos foram entdo, comparadas com este
padrdo-ouro utilizando a fungdo jaccard score (da biblioteca sklearn.metrics). Essa métrica
calcula a "Intersecdo sobre a Unido" (loU), que mede o grau de similaridade entre as
mascaras geradas pelos modelos e a mascara ideal. Além da acuracia, um fator importante a
se considerar é a eficiéncia. Nesse quesito, o U2NET demonstrou maior velocidade com
menor uso de recursos, em contraste com o SAM (desenvolvido pela empresa META), que se
mostrou bastante exigente, apesar de seus resultados satisfatérios. Resultados: Os resultados
parciais indicam que o modelo ISNET-GENERAL-USE apresentou maior semelhanga com o
padrdo-ouro, porém devido ao niamero limitado de testes, este resultado ndo pode ser
conclusivo e, até o momento n3o se consegue afirmar a eficiéncia de todos os métodos.
Conclusdo: A pesquisa continuard a buscar o equilibrio entre acuracia e eficiéncia
(qualidade/tempo), visto que o projeto principal utiliza o dataset BDICAFE com mais de
16.000 imagens em resolugdo 4K e os recursos computacionais dos pesquisadores sio
limitados. Espera-se que este projeto consiga obter a melhor solucdo em acuracia e eficiéncia
para auxiliar no ganho de performance do projeto original.

Trilha: Trabalho de Graduac3o.
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Analise do Cenario Competitivo e Educacional da
Computacido Quantica

Ellen Amaral Santana, Giullia Rodrigues, Jodao Henrique Souza
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Introdugdo: O desenvolvimento exponencial da Computagdo Quantica (CQ) gera alta
demanda por profissionais qualificados. O trabalho analisa a formacdo do ecossistema
educacional e competitivo de CQ no Brasil, comparando sua maturidade com a programacao
classica. Objetivos: O foco é mapear cursos e competicdes de CQ para identificar
necessidades e o estagio de desenvolvimento nacional na &area. Meétodo: A pesquisa
combinou pesquisa bibliografica e documental. As unidades de anéalise foram categorizadas
em trés grupos: competicdes de programag¢do quantica (com simuladores quéanticos),
competicdes de programagdo classica (para comparagdo) e a oferta de cursos de CQ no
Brasil. Os dados coletados foram submetidos a uma analise comparativa detalhada.
Resultados: Constatou-se uma acentuada disparidade de maturidade entre os formatos de
competicdo (classicas desde 1989, quanticas a partir de 2020). As competi¢cdes classicas
contam com um modelo maduro, predominantemente presencial (85,7%), individual (71,4%),
de curta duragdo (1-2 dias) com forte presenga na educagdo basica (53,3%). As competicBes
quinticas possuem um modelo emergente, majoritariamente remoto (62,5%), em equipe
(55,6%), de longa duragdo (meses/anos) com publico-alvo mais avangado (40%
superior/50% geral). Em relagdo aos cursos de CQ no Brasil, a oferta é limitada (apenas 12
opgBes), majoritariamente de nivel profissionalizante (50%) ou especializagdo (33%), no
formato remoto (58,3%) e de curta duragdo (até 60h em 46,2% dos casos). O publico-alvo
principal é formado por estudantes de graduagdo (44,4%) e profissionais (27,8%). Os custos
estdo divididos: 37,5% gratuitos e 37,5% de alto custo (>R$1.000). Conclusdo: O formato
flexivel das competicdes de CQ (remoto, em equipe, longa duragdo) é uma vantagem para
impulsionar a inovacdo e atrair talentos avancados, ao contrario das competicbes de
programacdo classicas que focam na avaliacdo pontual de habilidades. Contudo, percebemos
que existe limitacdo na oferta educacional brasileira, que é restrita e concentrada em
capacitacdo rapida e direcionada ao mercado. Para consolidar a area no pais, a infraestrutura
educacional precisa expandir-se e diversificar-se. O trabalho fornece um mapeamento
detalhado, sendo base para futuras politicas de ensino e investimento em tecnologia quéantica.

Trilha: Trabalho de Graduag3o.
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Aprendizado baseado em Vision Transformer para Deteccao dos
Estadios de Maturacdo do Café

Wallace G. M. Pinheiro, Murillo G. Carneiro, Cleyton B. Alvarenga

Universidade Federal de Uberlandia (UFU)
{wallacegmp, mgcarneiro, cleytonalvarenga}@ufu.br

Introducdo: Este trabalho estd inserido no contexto do Aprendizado Profundo aplicado a
agricultura, especificamente a cultura do café. Com o avangco da Agricultura 4.0 e o
fortalecimento da agricultura de precisdo, técnicas de Visdo Computacional tém sido
utilizadas para auxiliar produtores em etapas criticas, como determinar o momento ideal de
colheita do fruto do café. Nesse cenario, abordagens baseadas em Vision Transformers (ViTs)
tém se destacado por capturar relagdes globais nas imagens, oferecendo analises mais
precisas e robustas. Assim, este estudo investiga o uso de ViTs na caracterizacio dos
estadios de maturacdo dos grios de café e na decisdo de colher ou n3o o fruto, visando maior
eficiéncia e qualidade na colheita. Objetivos: Avaliar o desempenho de um modelo baseado
em Vision Transformers na classificacdo de imagens de frutos de café, analisando sua
capacidade de identificar os diferentes estadios de maturacdo e apoiar a decisdo de colheita.
A escolha do ViT se justifica por seu desempenho superior em tarefas de classificacdo de
imagens complexas, superando limitacdes de arquiteturas baseadas em convolugdes. Método:
O estudo utilizou uma base de dados com imagens de frutos de café em cinco estadios
distintos de maturacdo. Essas classes foram usadas na classificacdo, enquanto, para a decisdo
de colheita, consideraram-se duas classes: “colher’ e “ndo colher’. As imagens passaram por
pré-processamento e data augmentation com rotacdo, zoom e espelhamento, para aumentar
a variabilidade e melhorar o desempenho do modelo. O Vision Transformer foi ajustado por
fine-tuning, com pesos pré-treinados, aprimorando a generalizacdo e a precisdo. Embora
modelos como a MobileNet apresentem bons resultados, o ViT se destaca por capturar
relacbes globais na imagem, melhorando a identificacio dos estadios de maturagio.
Resultados: Foram utilizadas cerca de 5.750 imagens para treino, 1.700 para validagdo e 500
para teste. Na identificacdo dos estadios de maturacdo, com cinco classes, o modelo alcancou
acuracia de 86,40%, com precisdo entre 0,73 e 1,00, recall entre 0,66 e 0,98 e Fl-score de
0,76 a 0,94. Na decisdo de colheita, com duas classes (colher e ndo colher), obteve acuracia
de 97,60% e Fl-score de até 0,98. Em comparacdo com abordagens anteriores baseadas em
redes convolucionais, o Vision Transformer apresentou desempenho superior, evidenciando
sua capacidade de capturar relagdes globais e aprimorar a precisdo em cenéarios agricolas.
Conclusdo: Os resultados demonstram a eficiéncia do modelo ViT na classificacdo dos
estadios de maturacio e na decisdo de colheita. As acuracias de 86,40% e 97,60% confirmam
o bom desempenho e a consisténcia do modelo. Conclui-se que o Vision Transformer é uma
alternativa promissora para aplicacdes agricolas baseadas em visio computacional,
contribuindo para a automac3o e precisdo no processo de colheita do fruto do café.

Trilha: Trabalho de Graduacio.
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Aprimoramento da Técnica VOF-PLIC com
Modelos de Aprendizado de Maquina
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Introdugcdo: A simulacdo numérica de escoamentos multifasicos é essencial em diversas
aplicagbes da engenharia. Um dos principais desafios consiste em representar e atualizar a
interface entre as fases com precisdo. Nesse contexto, a técnica Volume-of-Fluid (VOF),
combinada com a Piecewise Linear Interface Calculation (PLIC), destaca-se como uma
abordagem computacional eficaz para a reconstrucdo de interfaces. O sucesso do método
PLIC depende da estimativa precisa das normais da interface. Diante das limitagdes dos
métodos tradicionais, a aplicagdo de técnicas de inteligéncia artificial (IA) surge como uma
alternativa promissora para aprimorar a precisdo da reconstrucdo. Objetivos: A reconstrucio
de interfaces de forma precisa e eficiente é um dos grandes desafios na simulagdo de
escoamentos multifasicos. O avanco recente das técnicas de IA tem mostrado resultados
expressivos em problemas complexos de regressdo e previsio de campos fisicos. Assim, o
objetivo principal desta pesquisa é desenvolver métodos alternativos, baseados em
aprendizado de maquina, para estimar de maneira eficiente os vetores normais em
escoamentos bifasicos simulados pela técnica VOF-PLIC. Método: Para atingir o objetivo
proposto, o primeiro passo consiste na construcio de uma base de dados sélida e precisa.
Para isso, realiza-se a reconstrucdo de interfaces simples utilizando a abordagem VOF. Com
o campo VOF definido, calculam-se analiticamente os vetores normais, gerando dados
altamente precisos. Essa base serd entdo utilizada para o treinamento do modelo de IA, que
busca aprender a relacdo entre o campo VOF e as normais correspondentes. Apds o
treinamento, os resultados obtidos pelo modelo serdo avaliados quantitativamente e
comparados com os produzidos por alguma técnica da literatura, em especial a técnica
ELVIRA (Efficient Least Squares Volume-of-Fluid Interface Reconstruction Algorithm), de
modo a verificar ganhos em precisdo e custo computacional. Resultados: Os resultados
obtidos até o momento incluem a implementacdo inicial do campo do VOF, bem como o
calculo analitico das normais para formas simples, com o objetivo de compor uma base de
dados sélida e confiavel para o treinamento do modelo de machine learning. Com esses
dados, espera-se que o modelo seja capaz de estimar vetores normais com rapidez e precisdo,
inclusive para interfaces complexas, apresentando desempenho comparavel ou superior a
técnica ELVIRA. Conclusdo: A pesquisa apresenta carater interdisciplinar, envolvendo
matematica aplicada, engenharia e ciéncia da computagdo. Trata-se de um projeto promissor
que, uma vez concluido com éxito, poderd contribuir significativamente para a simulagdo
numérica de escoamentos multifasicos e, com o uso de ferramentas modernas, aprimorar de
forma substancial a abordagem computacional VOF-PLIC, oferecendo uma alternativa
eficiente as técnicas tradicionais de reconstrucdo de interface.

Trilha: Trabalho de Graduag3o.
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Introdugcdo: A pesquisa objetiva examinar e criar versdes aprimoradas de algoritmos que
usam operacdes com nidmeros inteiros. A computacdo de distancias N-dimensionais é
relevante em minera¢do de dados, mas a distancia euclidiana tradicional usa ponto flutuante,
que é computacionalmente custoso. O projeto foca em adaptar esse calculo para operagdes
inteiras, usando a expansdo binaria como aproximacdo de raiz quadrada. Busca-se simplificar
a implementag¢do em hardware, como FPGAs, para obter paralelizagdo e melhoria no tempo
de execucdo. Objetivos: O objetivo geral é elaborar uma versido do calculo de distadncia N-D
com opera¢des inteiras e sua implementacdo em hardware. Os objetivos especificos sdo: 1)
Realizar um levantamento do estado da arte sobre otimizagdo de algoritmos para hardware;
2) Reestruturar algebricamente a equagdo da distincia para eliminar opera¢des com nameros
reais; 3) Desenvolver um protétipo em software; 4) Executar estudos comparativos de
precisdo e desempenho; 5) Desenvolver uma versio em VHDL, sintetiza-la em FPGA e
avaliar o desempenho em hardware. Método: A metodologia é sequencial. Apés a Revisdo
Bibliografica, sera feita a Reestrutura¢do da Equacdo da Distancia, manipulando a férmula
para eliminar a raiz quadrada e reais usando a expansdo binaria (ex: A + B/2). Um
Protétipo em Software sera criado para validar a logica e precisdo. Segue-se um Estudo
Comparativo de precisdo e desempenho com a abordagem euclidiana. O algoritmo validado
sera descrito em VHDL, sintetizado em FPGA e submetido a testes praticos na Avaliagio de
Desempenho em Hardware. Resultados: Os resultados esperados incluem uma versdo
integralizada e funcional do algoritmo de distdncia, materializada em um protétipo de
software validado e uma implementagdo VHDL. O principal resultado serd o estudo
comparativo, quantificando os beneficios de desempenho (tempo de execugdo) e o custo de
precisdo (erro médio absoluto) da abordagem inteira, discutindo-os com a literatura. Espera-
se que a versdo em hardware demonstre melhorias significativas no tempo de execucdo.
Conclusdo: Espera-se concluir que a adaptagdo do algoritmo para operagdes inteiras, via
expansdo binaria, € uma abordagem eficiente e vidvel. A pesquisa devera validar que a nova
formulacdo, embora seja uma aproximag¢do que pode ter erros de precisdo, mantém boa
precisdo e melhora o desempenho computacional, viabilizando a implementacdo em hardware
digital. A discussdo final indicara a relevancia da solugdo, suas vantagens em FPGAs e suas
limitacdes.

Trilha: Trabalho de Graduag3o.
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Introducdo: O crescimento de ataques de ransomware tem representado uma das maiores
ameagas a seguranca da informacdo, afetando ndo apenas empresas, mas também
infraestruturas criticas. O principal desafio associado a esse tipo de malware reside no fato de
que sua deteccdo ocorre antes do inicio do processo de cifragem dos dados, etapa que, uma
vez concluida, torna a recuperacdo dos dados significativamente complexa. Embora técnicas
de Machine Learning (ML) tenham sido aplicadas com sucesso na detecgdo deste tipo de
ameaca, os modelos produzidos ainda enfrentam limitacdes quando projetados em ambiente
real, sendo uma das principais delas a dependéncia de frameworks e do sistema operacional,
que introduzem laténcia e aumentam o tempo de inferéncia. Objetivos: Diante desse
cenario, o objetivo deste trabalho é desenvolver uma arquitetura reconfiguravel de deteccio
acelerada baseada em FPGA (Field-Programmable Gate Array), reduzindo a laténcia,
aumentando o desempenho e viabilizando a deteccdo de ransomware ainda nas fases iniciais
de execu¢do. Método: Metodologicamente, esta pesquisa é de carater experimental e
exploratério e, encontra-se estruturada em quatro etapas principais, sdo elas: (a) estudo do
estado da arte sobre deteccdo de ransomware e aceleragdo de inferéncia em hardware; (b)
treinamento de um classificador do tipo Arvore de Decisdo utilizando o framework Scikit-
learn/Python e o dataset (CIC-MalMem-2022); (c) implementagdo de uma aplicagdo em
linguagem C que materializa a arvore de decisdo exportada do classificador, etapa importante
para garantir a interpretabilidade do modelo de arvore gerado; (d) implementagdo de uma
arquitetura reconfiguravel em FPGA a partir da estrutura da arvore, eliminando a
dependéncia de frameworks e do sistema operacional, reduzindo a laténcia de inferéncia. A
arquitetura em FPGA desenvolvida foi avaliada seguindo os mesmos pardmetros dos testes
das implementacdes em Python e em linguagem C. Resultados: Apds os testes, a
arquitetura proposta apresentou redugdo significativa no tempo de inferéncia, alcangando
ganho de desempenho superior a 150% em relacio as implementacdes equivalentes em
linguagem C e Python, mantendo os mesmos critérios de classificagdo e a acuracia do modelo
original. Conclusdo: Esses resultados evidenciaram o potencial do uso de FPGAs para
deteccdo comportamental de ransomware em tempo quase real, reforcando sua viabilidade
em sistemas que demandam alta responsividade e elevada confiabilidade.

Trilha: Trabalho de Graduac3o.
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Avaliacao da Swin-Unet para Segmentacao de Lesoes de Cancer
de Endométrio em Imagens de Tomografia Computadorizada

Bruno Tomé, Fernanda Santos

Universidade Federal de Uberlandia (UFU)
{brunoferreira.tome, fmcsantos}@ufu.br

Introdugdo: O Cancer de Endométrio (CE) é um dos tumores ginecolégicos mais frequentes,
e seu diagndstico precoce continua sendo um desafio, principalmente devido a subjetividade
envolvida na interpretacdo de imagens médicas. O uso de Diagndstico Auxiliado por
Computador surge como uma alternativa promissora, mas limitado pela falta de conjunto de
dados especificos para a doenca. A publicacdo do dataset ECPC-IDS trouxe o primeiro
benchmark em grande escala voltado para essa tarefa. Entretanto, as analises nesse conjunto
de dados apontaram um novo desafio, a segmentacdo das lesdes ainda apresenta baixo
desempenho. Ou seja, as arquiteturas tradicionais de Redes Neurais Convolucionais (CNNs),
tem dificuldade em identificar os limites dos tumores nesse tipo de imagem, evidenciando a
necessidade de novas abordagens mais sensiveis a variacdes de contraste e textura.
Objetivos: O principal objetivo & implementar e avaliar a Swin-Unet para enfrentar o desafio
da segmentacdo de imagens de Tomografia Computadorizada (CT) presentes no dataset
ECPC-IDS. Além disso, busca-se comparar seu desempenho com o de arquiteturas baseadas
em CNNs, como a U-Net com backbones VGG-16 e ResNet50, para verificar se os
mecanismos de atencdo da Swin-Unet conseguem melhorar a segmentacdo das lesdes de CE,
neste tipo de exame. Método: O conjunto de dados utilizado foi definido por um
subconjunto criado a partir de 1516 imagens CT e suas respectivas mascaras de ground-truth
do dataset ECPC-IDS. Inicialmente, aplicou-se um pipeline de pré-processamento
padronizado, que incluiu o redimensionamento das imagens para 224 x224 pixels, conversio
para escala de cinza e a normalizagdo dos valores de pixel para o intervalo [0, 1]. O conjunto
de dados foi dividido em trés partes: 70% para treino, 15% para validacdo e 15% para teste.
No conjunto de treino, foram aplicadas técnicas de aumento de dados, como transformacdes
elasticas, rotacdes e inversdes horizontais, para ampliar a variabilidade das amostras e reduzir
o risco de overfitting. Foram comparadas duas abordagens, o modelo Swin-Unet e os modelos
U-Net com backbones VGG16 e ResNet50, as quais utilizaram aprendizado por transferéncia
com pesos pré-treinados na ImageNet. Resultados: A avaliacio no conjunto de teste
demonstrou que a otimizacdo do batch size foi crucial. A Swin-Unet com batch size 16
alcangou o melhor desempenho, obtendo a menor perda de teste 0.0037 e a maior
Sensibilidade 0.8467, superando os modelos U-Net. O modelo ResNet50 obteve a maior
precisdo 0.8779, mas uma Sensibilidade inferior 0.7942. O modelo VGG16 apresentou o
desempenho mais baixo, com sensibilidade de 0.7284. Conclusdao: Conclui-se que os
resultados validaram a hipétese de que a arquitetura Transformer é superior para esta tarefa
de segmentacdo. Apos a otimizacdo de hiperparametros, a Swin-Unet foi o modelo mais
robusto, superando as CNNs pré-treinadas para diagnéstico médico.

Trilha: Trabalho de Graduag3o.
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Introducdo: O cincer de pulm3o é uma das principais causas de morte por neoplasias, com
cerca de 2,2 milhdes de novos casos anuais. Entre os subtipos histolégicos, o adenocarcinoma
e o carcinoma de células escamosas s3o os mais prevalentes e apresentam diferencas
morfoldgicas sutis, o que torna sua classificagdo complexa e dependente da interpretagdo do
patologista. Objetivos: Este estudo avalia o desempenho das arquiteturas EfficientNet BO,
EfficientNet V2 e MobileNet V2 na classificagdo multiclasse de imagens histolégicas
pulmonares. Também investiga o impacto de distintas estratégias de aumento de dados,
comparando transformacdes simples e combinacdes mais complexas, a fim de identificar
configuragbes que maximizem a acuracia e o equilibrio entre classes. Método: O conjunto de
dados foi composto por 307 imagens histolégicas de tecido pulmonar desbalanceadas entre
classes: 90 de adenocarcinomas, 151 de tecidos normais e 66 de carcinomas de células
escamosas. As imagens foram submetidas a diferentes estratégias de aumento de dados —
flip, rotation, color, crop, combined (integracdo das quatro anteriores) e combined v2
(versdo com pardmetros ajustados). Cada estratégia foi aplicada separadamente ao conjunto
de treinamento, mantendo a validacdo fixa. Os modelos foram treinados com pesos pré-
treinados no ImageNet, em dois modos de fine-tuning (PT-FC e PT-ALL), e avaliados por
acuracia e Fl-score macro. Resultados: A MobileNet V2 apresentou o melhor desempenho,
com 92,52% de acuracia e Fl-score de 0,91. A EfficientNet V2 obteve 87,85% e 0,86,
enquanto a EfficientNet BO alcancou 86,28% e 0,86, sem aumento. O uso de aumento de
dados mostrou-se essencial para melhorar a generalizagdo, especialmente em classes
minoritarias. Conclusdo: A escolha da arquitetura e das estratégias de aumento de dados
influencia significativamente o desempenho em classificacdo multiclasse de imagens
histolégicas pulmonares. Estratégias combinadas de aumento favoreceram a generaliza¢3o
dos modelos, enquanto a MobileNet V2 destacou-se pelo equilibrio entre precisdo e
eficiéncia computacional, demonstrando potencial para aplicagdes em patologia digital
auxiliada por aprendizagem profunda.

Trilha: Trabalho de Graduacdo.
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Introdugdo: A analise de imagens histoldgicas com redes neurais convolucionais (CNNs) tem
se mostrado oportuna no apoio ao diagnéstico de doencas. O desempenho das CNNs depende
da quantidade de dados e do ajuste dos hiperparametros. O estagio de fine-tuning surge
como uma alternativa eficiente ao treinamento scratch, no qual os pesos da rede sdo
inicializados aleatoriamente, pois permite adaptar modelos pré-treinados em grandes bases de
dados (como ImageNet) aos contextos histolégicos, nos quais os conjuntos de imagens s3o
menores e mais especificos. Assim, compreender como diferentes estratégias de fine-tuning
influenciam o aprendizado é essencial para otimizar o uso dessas arquiteturas em diagndsticos
médicos. Objetivos: Investigar o efeito do fine-tuning em CNNs aplicadas a classificagdo de
imagens histolégicas de displasias da cavidade oral e de tecidos pulmonares, avaliando a
parametrizacdo e a capacidade de generalizacdo na identificacio dos estagios de les3o.
Método: Foram investigadas neste trabalho as arquiteturas VGG13, VGG19 e SqueezeNet,
sob os modos de treinamento: Scratch, Fine-Tuning apenas do classificador, Fine-Tuning
com descongelamento parcial e Fine-Tuning completo. Para cada combinagdo, variaram-se
dois valores de learning rate (0.0001 e 0.001) e as taxas de dropout (0.0 e 0.5), com
aumento de dados padronizado. Os experimentos foram conduzidos nos datasets histolégicos:
um de displasia oral, com duas classes balanceadas, e outro de tecido pulmonar, com trés
classes desbalanceadas. As métricas avaliadas incluiram acuracia, perda de validagdo e F1-
Score macro. Para cada modo e associagdo de learning rate e dropout, foram analisados os
resultados. Resultados: O desempenho das CNNs variou conforme o grau de fine-tuning e os
hiperpardmetros aplicados. Em geral, o fine-tuning completo apresentou os melhores
resultados em conjuntos balanceados, enquanto o parcial se mostrou mais estavel em
datasets desbalanceados, reduzindo o overfitting e melhorando a consisténcia das previsGes.
As redes VGG mostraram maior sensibilidade as taxas de learning rate e dropout, enquanto a
SqueezeNet destacou-se pela eficiéncia computacional e bom equilibrio entre desempenho e
tempo de treinamento. Conclusdo: O fine-tuning monstrou ser uma boa estratégia para
aprimorar o desempenho de CNNs em imagens histolégicas, desde que o grau de ajuste e os
hiperpardmetros sejam definidos ajustado para o dataset investigado. Estratégias mais
robusta de fine-tuning tendem a favorecer conjuntos menores e balanceados, enquanto
abordagens parciais sdo mais indicadas para cenarios desbalanceados. O equilibrio entre
especializacdo e generalizagdo depende diretamente da arquitetura escolhida, da
complexidade tissular e da variabilidade dos dados disponiveis.

Trilha: Trabalho de Graduag3o.
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Introdugcdo: As displasias sdo lesdes que comprometem o desenvolvimento celular dos
tecidos da cavidade oral. Elas apresentam caracteristicas morfolégicas como crescimento
anormal, variacdes de formato e hipercromasia. Constituem lesdes precursoras do cancer
bucal, cuja progressdo ocorre em aproximadamente 6% a 36% dos casos. Neste estudo, foi
investigado o nivel de displasia severa em comparagdo com tecidos saudaveis. A analise
tradicional dessas lesGes, feita exclusivamente por observacdo manual, pode ser complexa
devido a carga de trabalho e a subjetividade associada a avaliagdo do especialista. Objetivos:
Este trabalho propde um estudo de modelos baseados em redes neurais convolucionais
(CNNs), especificamente as arquiteturas EfficientNetV2 e MobileNetV2, para a classificagdo
de imagens histolégicas de displasias da cavidade oral. Esses modelos foram escolhidos por
apresentarem baixo custo computacional, caracteristica importante para analises em imagens
histolégicas coradas em H&E. A MobileNetV2 destaca-se por sua leveza e eficiéncia em
conjuntos de dados reduzidos, enquanto a EfficientNetV2 demonstra excelente capacidade de
generalizagdo e treinamento otimizado. Método: Os modelos das CNNs foram avaliados
considerando os pardmetros de aumento de dados, Dropout e taxa de aprendizagem,
utilizando um banco de 228 imagens de tecidos saudaveis e displasia. Foram realizadas 200
execucdes de treinamento dos modelos. Resultados: Os melhores resultados obtidos para as
métricas Fl-score e acuracia foram ambos iguais a 1, o que indica desempenho perfeito na
classificacdo das imagens de validag3o. Esses resultados foram alcancados tanto pelo modelo
EfficientNetV2, com fine-tunning em todas as camadas e aplicagdo de técnica de data
augmentation, quanto pelo MobilleNetV2 sob mesmas configuracdes experimentais.
Conclusdo: Esses resultados reforcam que as arquiteturas EfficientNet2 e MobilleNetV2
apresentam desempenho altamente promissor para o auxilio automatizado na investigacdo e
diagnéstico de lesdes displasicas. Portanto, poderiam contribuir para sistemas de suporte a
decisdo clinica em patologia digital.

Trilha: Trabalho de Graduagdo.
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Introducdo: Na reestruturacdo da grade curricular do curso de Ciéncia da Computagdo pela
Faculdade de Ciéncia da Computagdo (FACOM) da UFU, Computagdo Grafica (CG) foi
incluida como disciplina obrigatéria. Considerando que essa matéria foi ofertada poucas
vezes, como componente optativo, é necessario estruturar a forma que esse curso deve ser
lecionado, considerando as tecnologias atuais e as metodologias aplicadas nas demais
universidades e nos principais livros e materiais usadas para o aprendizado de Computagio
Grafica. Objetivos: Essa pesquisa tem como objetivo levantar as diferentes abordagens de
ensino de CG, entendendo como essa matéria é comumente abordada, assim como revisar os
materiais e plano de ensino usados na dltima vez que a disciplina foi ofertada.
Adicionalmente o trabalho tem o fim de complementar a formacdo da aluna pesquisadora,
com o estudo do contetido de Computacdo Grafica. Método: Para levantar as abordagens
mais relevantes para o ensino da matéria, foram buscadas as melhores universidades do pais,
filtrando apenas as que ofertam atualmente a disciplina de Computagdo Grafica. Para isso,
foi usado o indice Conceito Preliminar de Curso (CPC), feito e disponibilizado pelo MEC.
Com base nas 10 melhores universidades, foram buscadas as suas respectivas ementas de CG
e, com base nas bibliografias, foram reunidas as principais referéncias e materiais utilizados.
Com base nesses dados, podemos entender as principais metodologias aplicadas e as
tecnologias usadas, sendo possivel comparar a atual maneira que o conteiido é abordado na
FACOM com as abordagens usadas no Brasil. Resultados: As 10 melhores faculdades,
segundo o indice CPC foram a IFG, IFSP, UFABC, UFAL, UFAM, UFERSA, UFJF, UFV,
UNICAMP e UNIFESP e, apés juntar as bibliografias, foram encontrados 49 materiais
distintos, sendo que apenas 11 deles foram referenciados mais de uma vez. Filtrando apenas
os materiais que compunham parte da bibliografia obrigatéria da ementa, temos 20 materiais
utilizados. Conclusdo: O trabalho, até o momento, foi capaz de identificar os cursos mais
relevantes de Ciéncia da Computagdo do Brasil, e reuniu as principais bases para o ensino de
Computagdo Grafica nas universidades brasileiras. Entretanto, ainda é necessaria analise das
referéncias levantadas, reunindo as tecnologias que elas abordam, os contetdos que trazem, e
em que ordem, além das metodologias que cada uma adota, para aperfeicoar a atual ementa
disposta pela FACOM e fornecer uma base para que os docentes possam elaborar seus planos
de ensino para a disciplina de Computacio Grafica.

Trilha: Trabalho de Graduacdo.
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Introducdo: A simulacdo computacional de pedestres, essencial ao planejamento urbano e
seguranca, enfrenta desafios na modelagem do comportamento adaptativo e na calibragéo.
Modelos de Autdématos Celulares (AC) tratam agentes com comportamentos estaticos.
Metodologias de calibragdo (ex: Algoritmos Genéticos, AGs) focam em métricas globais
(tempo de evacuagdo), falhando em capturar dindmicas internas e padres emergentes (auto-
organiza¢do de fluxos), gerando baixa fidelidade comportamental. O problema reside na
lacuna entre otimizacdo global e replicagio de comportamentos coletivos realistas.
Objetivos: O objetivo principal é desenvolver e validar uma metodologia de otimizacdo
evolutiva (AG) capaz de calibrar simulagdes de AC para replicar comportamentos realistas
em nivel global e local. Objetivos especificos: (1) propor um AG que configure
simultaneamente os pardmetros comportamentais do AC (baseados na literatura) e (2)
otimize o posicionamento de sinalizagdes no ambiente, visando o melhor auxilio aos
pedestres; (3) validar esta abordagem através de uma funcdo de aptiddo multifacetada que
meca tanto a eficiéncia (tempo total) quanto padrdes de fluxo locais. Método: O método
foca no desenvolvimento do AG. O simulador AC (em Go) serd modelado com base em
trabalhos estabelecidos da literatura, servindo como uma base robusta para a otimizagdo. A
inovacdo metodoldgica estd no AG: seu cromossomo codificard duas classes de informagio:
(1) os parametros de comportamento do AC (ex: nivel de confusdo) e (2) a configuragio e
posicdo das sinalizagdes no grid. A fun¢do de aptiddo (fitness) avaliard cada individuo
(configuragdo de AC + sinais) em dois eixos: eficiéncia da evacuagdo (global) e fidelidade da
dindmica interna (padrdes locais, como auto-organizagdo e “stop-and-go”). Resultados: A
andlise focard na validacdo da hipétese: calibracio por padrdes internos e otimizacdo de
sinais geram fluxos mais realistas e eficientes. Trés cenéarios (corredor, gargalo, obstaculos)
serdo usados. Espera-se que o AG identifique configuragdes 6timas de sinalizagdo que,
combinadas aos parametros do AC, (1) melhorem métricas globais (tempo) e (2) induzam
padrdes de fluxo locais desejaveis, como faixas de fluxo e redu¢do de “stop-and-go’. A
contribuicdo sera demonstrar que o AG pode otimizar ativamente o ambiente (sinais) para
melhorar o comportamento. Conclusdo: A discussdo comparard os padrées emergentes com
a literatura. A relevancia da solugdo é mover o paradigma da calibragdo para a “otimizagdo
de design de ambiente”’, onde o AG atua como uma ferramenta de planejamento. A
vantagem é gerar modelos preditivos que ndo apenas simulam, mas ativamente propdem
melhorias (sinalizagdo) para dindmicas humanas plausiveis. A principal diferenca é a tese de
que o AG pode otimizar tanto o agente quanto o ambiente. Uma limitacdo é o foco reduzido
em novos comportamentos do AC, priorizando a otimizacdo do ambiente, o que aponta para
trabalhos futuros.

Trilha: Trabalho de Graduac3o.
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Introducdo: O diagnéstico de doencas raras permanece um desafio significativo para a
comunidade cientifica e médica, n3o apenas pela complexidade dos dados genémicos, mas
também pelo fato de que, em muitos casos, o diagnéstico demora anos para ser concluido —
ou sequer acontece. Essa dificuldade decorre da diversidade de manifestacdes clinicas, da
escassez de especialistas e da falta de integracdo entre dados clinicos e genémicos. Embora
os avancos em tecnologias de sequenciamento tenham ampliado o acesso a informacgdes
moleculares, a analise e anotacdo de variantes genéticas ainda exigem conhecimento
especializado em bioinformatica. Essa limitacdo técnica dificulta a utilizacdo eficiente dos
dados genémicos no processo diagnéstico e restringe a adocdo de abordagens baseadas em
sequenciamento em ambientes clinicos. Objetivos: Desenvolver uma plataforma web
integrada a um pipeline bioinformatico capaz de auxiliar profissionais de saide e
pesquisadores na anotacdo e interpretacdo de dados de exomas relacionados a doencas raras.
A proposta visa oferecer uma interface de visualizacdo simples e funcional, permitindo que os
resultados das anéalises gendmicas sejam consultados e interpretados de forma mais agil e
acessivel. Método: O pipeline bioinformatico foi estruturado para realizar a anotacdo de
variantes a partir de dados de exoma, integrando etapas de filtragem, priorizacdo e
cruzamento com bases publicas de referéncia, sendo executado via linha de comando. Em
paralelo, foi desenvolvido um site que atua como ambiente de visualiza¢3o e organiza¢do dos
resultados, permitindo o acesso intuitivo as anotacbes geradas, bem como as informacdes
clinicas associadas a pacientes e amostras. Diferentemente de ferramentas tradicionais que
exigem execucdo técnica e n3o oferecem uma camada de apresentacdo consolidada, a
plataforma proposta busca otimizar o acesso aos resultados e favorecer a interpretacdo por
profissionais da area da satde. Resultados: Foi obtido um protétipo funcional que possibilita
a navegacdo e exploracdo dos resultados de anotacdes gendmicas, com foco em casos
simulados de doencas raras. O sistema mostrou-se eficiente para a organizag¢do e exibicdo de
informacdes complexas de forma clara, contribuindo para a interpretacdo dos resultados e
para o acompanhamento integrado de dados genéticos e clinicos. Conclusao: O
desenvolvimento da plataforma representa um avanco inicial na criacio de ferramentas de
apoio ao diagnédstico baseadas em bioinformatica. Ao combinar um pipeline de anotacdo
validado com uma interface de visualizacdo acessivel, o trabalho contribui para tornar a
interpretacdo genémica mais pratica e compreensivel para profissionais de saide e
pesquisadores, abrindo caminho para futuras validacdes com dados reais e para o uso clinico
em larga escala.

Trilha: Trabalho de Graduagdo.
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Introducdo: A evolugdo das tecnologias digitais e a crescente ado¢do da Internet das Coisas
ampliaram a superficie de ataque das redes, aumentando a ocorréncia de intrusGes e exigindo
Sistemas de Detec¢do de Intrusio mais eficazes. Classificadores planos tradicionais
apresentam limitacdes importantes: modelos binarios oferecem alta sensibilidade, mas n3o
distinguem tipos especificos de ataques, enquanto modelos multiclasse sofrem degradacio de
desempenho conforme o nimero de categorias cresce. Assim, o problema cientifico central
envolve equilibrar sensibilidade e granularidade na deteccdo de intrusdes em redes loT.
Objetivos: O trabalho busca desenvolver um classificador hierarquico capaz de combinar a
eficiéncia da deteccdo binaria com a capacidade discriminativa do multiclasse. Além disso,
pretende-se analisar diferentes organiza¢des hierarquicas, avaliar o impacto da decomposicio
do problema e comparar o desempenho preditivo e computacional com abordagens
tradicionais, evidenciando ganhos e limitacdes. Método: A metodologia envolveu a extragdo
e o pré-processamento de uma amostra estratificada do conjunto de dados CICloT2023, a
construcdo de classificadores planos e hierarquicos utilizando Random Forest como modelo
base e a avaliagio dos classificadores criados. Foram propostas duas hierarquias: BDM
(Binario, DDoS e Multiclasse), focada na separag3o inicial de trafego benigno e ataques
volumétricos, e BRDM (Binario, Recon, DDoS e Multiclasse), que adiciona um nivel
especifico para ataques de reconhecimento. As abordagens foram comparadas quanto ao
desempenho preditivo, avaliado por métricas como acuracia, precisdo, recall e Fl-score,
calculadas a partir da matriz de confusdo, bem como pelo custo computacional, considerando
o tempo de treinamento, o tempo de teste e a quantidade de meméria RAM ocupada pelo
classificador. Resultados: O classificador BDM aumentou a sensibilidade geral sem
prejudicar a distingdo entre categorias, mas ainda mostrou fragilidades em ataques
minoritarios. O BRDM aprimorou esses resultados, especialmente em classes desafiadoras,
demonstrando maior equilibrio e interpretabilidade, embora com custo computacional mais
elevado. A comparacdo com métodos relacionados evidenciou que a estratégia hierarquica
reduz ambiguidades tipicas do multiclasse e aumenta a robustez da deteccdo. Conclusao: A
classificacdo hierdrquica mostrou-se uma solucdo promissora para deteccdo de intrusbes em
loT, oferecendo melhor equilibrio entre sensibilidade e detalhamento dos ataques. A
organizacio do BRDM destacou-se por mitigar confusdes entre categorias semanticamente
proximas, contribuindo para diagnésticos mais precisos e (teis para defesa cibernética. Ainda
assim, desafios relacionados ao desbalanceamento e ao custo computacional permanecem,
indicando oportunidades para otimizacdes futuras.

Trilha: Trabalho de Graduag3o.
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Introdugdo: A exclusdo digital de jovens neurodivergentes (TEA) frequentemente ocorre
devido & “inacessibilidade pedagdgica”, j4 que métodos tradicionais de ensino falham em
atender suas necessidades. A Computagcdo Desplugada surge como uma abordagem
promissora por ser ludica ao ensinar os fundamentos do Pensamento Computacional. No
contexto do projeto de extensdo “Mentes Brilhantes”, este trabalho de Iniciacdo Cientifica
foca no desenvolvimento, documentacdo e validagio da metodologia e dos materiais
didaticos. Objetivos: O objetivo geral desta pesquisa é estruturar e validar um conjunto de
artefatos pedagégicos e uma metodologia de ensino de Pensamento Computacional
Desplugado adaptada as necessidades de criancas e jovens autistas. Os objetivos especificos
incluem: Desenvolver um conjunto de materiais didaticos alinhados aos brinquedos
pedagoégicos e com suporte de terapeutas; Documentar a metodologia de ensino para
conceitos de PC (sequéncia légica, algoritmos, depuracio); e Propor um modelo de avaliacdo
qualitativa para a eficacia da abordagem no engajamento e aprendizado dos participantes.
Método: Esta pesquisa utilizard uma metodologia de pesquisa-acdo, planejada para ocorrer
simultaneamente ao projeto de extensdo. O processo envolverd o design e a criacdo iterativa
dos materiais didaticos que serdo validados por psicélogos e pedagogos parceiros antes da
aplicacdo. As atividades serdo estruturadas para aplicacio em oficinas semanais, na
propor¢do de um monitor para dois participantes, visando garantir o acompanhamento
individualizado. A coleta de dados para a IC serd realizada por meio de instrumentos
qualitativos, como diarios de bordo da equipe, observacdo participante e formularios de
feedback semiestruturados a serem aplicados aos pais e terapeutas acompanhantes apés a
execucdo dos ciclos. Resultados: Como o projeto esta em fase de planejamento, esta se¢do
descreve os resultados esperados. Espera-se entregar, como produtos concretos, as primeiras
versdes das apostilas visuais e planos de aula (focados em légica e algoritmos) validadas por
terapeutas. Almeja-se que a aplicacdo futura demonstre alto engajamento e que os materiais
visuais, focados na previsibilidade, se mostrem essenciais para a confianca do publico TEA,
assim como a metodologia de cocriacio com terapeutas serd fundamental para o ajuste as
necessidades sensoriais do grupo. Conclusdo: Este trabalho buscara evidenciar o potencial da
Computacdo Desplugada como uma poderosa ferramenta de inclusdo sociodigital. A
estruturacdo de uma metodologia e o desenvolvimento de materiais didaticos especificos
serdo as contribuicdes diretas desta IC, oferecendo um modelo replicavel para outras
instituicbes. Espera-se demonstrar que o profissional de Sistemas de Informag¢3o pode atuar
para além do desenvolvimento de software, contribuindo ativamente no desenvolvimento de
solucdes pedagodgicas que promovem a reducdo das desigualdades.

Trilha: Trabalho de Graduacg3o.
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Introducgdo: A gestdo dos Restaurantes Universitarios (RUs) da UFU possui uma pesquisa de
satisfagdo anual, com baixa adesdo (cerca de 2%) e sem monitoramento diario. A proposta
inicial desta pesquisa era solucionar isso com a plataforma “Data RU", para coleta de
avaliacdes diarias dos estudantes, de 1 a 5 estrelas. Contudo, barreiras institucionais, técnicas
e burocraticas inviabilizaram a implementacdo do app. Assim, o projeto foi redefinido em
alinhamento com a gestdo, pivotando da coleta de novos dados para a analise de dados
existentes, que estavam inacessiveis em arquivos PDF. Objetivos: O objetivo original era
implementar o app “Data RU" para monitoramento diario, visando criar rankings de pratos e
prever filas. Apés a mudanga, os objetivos foram: 1) Impulsionar uma comunidade com
avaliagdo das refeicdes pelo Whatsapp. 2) Estruturar os dados de consumo e cardapios de
arquivos PDF em um banco de dados funcional. 3) Aplicar ciéncia de dados exploratdria
nessa base para criar scripts SQL capazes de gerar painéis para a gestdo (PROAE/DIVRU).
4) Demonstrar o valor pratico da analise de dados como ferramenta de apoio a decisdo, com
a gestdo da Reitoria. Método: A metodologia planejada era a coleta primaria de dados via
avaliagdes no app. A metodologia executada foi um processo classico de ciéncia de dados
focado intensamente em engenharia de dados. O maior desafio foi a obtenc3o e fusdo dos
dados. Foi realizado um “data scrapping” (raspagem de dados) manual e semiautomatico
para extrair todas as informacées de consumo e cardapios dos PDFs. Na sequéncia, os dados
foram modelados e padronizados em um banco de dados. Por fim, foi desenvolvido scripts
SQL para realizar as analises, cujos resultados foram apresentados em reunides com a gestdo
superior. Resultados: Os principais produtos técnicos gerados foram uma base de dados
estruturada do consumo e cardapios dos RUs e um conjunto de scripts SQL para analise de
dados. As analises possibilitadas por estes produtos geraram insights valiosos, como rankings
de pratos e médias de consumo, que foram formalmente apresentados a administracio dos
RUs. O projeto estabeleceu um canal de didlogo efetivo com a PROAE e a DIVRU. A
pesquisa obteve reconhecimento académico e nacional, sendo apresentado em eventos
cientificos e recebendo premiacdo na Mostra Cientifica da 142 Bienal da UNE. Conclusio:
Esta pesquisa cumpriu seu objetivo de aplicar a ciéncia de dados para gerar valor real a
comunidade académica, adaptando seu escopo original. O projeto superou barreiras
burocraticas, provando o valor da engenharia de dados ao transformar arquivos estaticos em
uma base de dados rica e analisdvel. O reconhecimento em eventos cientificos validou a
relevincia social do tema e técnica da pesquisa. Obtive conhecimentos praticos nos
fundamentos da Ciéncia de Dados, trabalhando com proatividade junto & minha orientadora.
Como trabalho futuro, um artigo cientifico sera preparado para submiss3o.

Trilha: Trabalho de Graduagdo.
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Introducdo: A displasia epitelial oral é um precursor comum do carcinoma de células
escamosas da cavidade bucal, cuja progressio para malignidade varia entre 6% e 36%.
Apesar dos avancos terapéuticos, esse tipo de tumor permanece entre as neoplasias mais
incidentes e com baixa taxa de sobrevida a longo prazo. As displasias apresentam altera¢des
morfolégicas progressivas do epitélio, evoluindo de hiperplasia inicial para estagios leves,
moderados e severos. De modo analogo, o carcinoma pulmonar é uma neoplasia agressiva
associada a elevada mortalidade e desafios diagndsticos. O exame histopatoldgico é essencial
para o diagnéstico e conduta clinica, mas a classificagdo dessas lesdes é complexa e depende
da experiéncia do patologista, o que pode gerar subjetividade. Objetivos: Desenvolver e
avaliar uma metodologia de classificagdo automatizada de imagens histopatolégicas de
displasia epitelial oral e carcinoma pulmonar utilizando redes neurais convolucionais (CNNs),
a fim de auxiliar especialistas na analise e reduzir a subjetividade diagnéstica. Método:
Foram investigadas as arquiteturas ResNet18, ResNet34 e MobileNetV3 Small, selecionadas
por sua eficacia em tarefas de classificacdo visual e pela capacidade de equilibrar desempenho
e eficiéncia computacional, caracteristicas cruciais em sistemas de apoio diagnéstico. A
metodologia baseou-se em transfer learning, utilizando pesos pré-treinados para acelerar a
convergéncia e melhorar a generalizacdo dos modelos. As camadas finais foram adaptadas
para a classificacdo das duas patologias, considerando imagens histolégicas obtidas de bases
especificas para cada tipo de lesdo. Resultados: Os modelos ResNetl8 e ResNet34
alcancaram acuracias de 98,55% na classificagdo da displasia oral e 93,55% no carcinoma
pulmonar. A MobileNetV3 Small, mesmo com arquitetura mais leve, apresentou resultados
competitivos, com 97,10% e 88,17%, respectivamente. Esses resultados demonstram o
potencial das abordagens baseadas em Deep Learning na analise histolégica, destacando o
equilibrio entre precisio e custo computacional obtido pelas arquiteturas avaliadas.
Conclusdao: As redes ResNet e MobileNetV3 mostraram desempenho consistente na
classificacdo de displasia oral e carcinoma pulmonar, evidenciando o potencial do Deep
Learning como ferramenta de suporte ao diagndstico patolégico. A adoc3o dessas técnicas
pode contribuir para maior padronizagdo e eficiéncia na analise de laminas histolégicas.

Trilha: Trabalho de Graduac3o.
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Introdugdo: A crescente adogcdo de modelos de inteligéncia artificial (IA) no campo da
cibersegurangca tem proporcionado avangos significativos na deteccdo de ameagas
cibernéticas, em especial ransomwares. No entanto, a implementacdo eficiente desses
modelos em ambientes reais ainda enfrenta desafios relevantes relacionados ao desempenho
computacional, principalmente em ambientes com restricdes de recursos computacionais tais
como solucdes embarcadas, dispositivos loT e até mesmo firewalls. Neste contexto, torna-se
fundamental considerar a dependéncia de sistemas operacionais que sustentam a execucdo
desses modelos, uma vez que a orquestracido entre o sistema operacional e o framework de
aprendizado de maquina influencia diretamente a estabilidade, a disponibilidade e a
previsibilidade do desempenho das solu¢des baseadas em IA. Objetivos: Diante desse
cenario, o objetivo deste trabalho é considerar fatores como analise de processos/threads e
alocacdo de recursos de memoéria computacional durante a execucdo dos modelos, para assim
analisar o consumo de recursos e a previsibilidade de execuc3o, otimizando seu desempenho
mesmo em plataformas de baixo custo ou com processamento limitado. Meétodo:
Metodologicamente, esta pesquisa é de carater experimental e exploratério e, encontra-se
estruturada em cinco etapas principais, sdo elas: (a) estudo do estado da arte sobre detecgdo
de ransowares e machine learning; (b) escolha e pré-processamento do dataset ((CIC-
MalMem-2022); (c) treinamento de classificadores do tipo Arvore de Decisdo, Naive Bayess e
Rede Neural; (d) exportacio e teste dos modelos respondendo as inferéncias em um ambiente
controlado com Linux, inspecionando o desempenho computacional, como abertura e
fechamento de threads e alocagdo de memoria; e (e) analise comparativa dos resultados
obtidos, correlacionando métricas de desempenho computacional (tempo de inferéncia, uso de
meméria RAM e CPU) com as taxas de acuracia dos classificadores, visando identificar o
modelo mais adequado para implementacio em ambientes com recursos limitados.
Resultados: Até o momento a etapa (a), (b) e (c) ja foram realizadas, os resultados
preliminares apresentam um desempenho significativamente superior dos modelos de Naive
Bayes e Rede Neural em relacdo a Arvore de Decisdo, com acuracias de 99,26% e 100%,
respectivamente, frente a apenas 48,75% da arvore. Conclusdo: Esses resultados indicam
que os modelos mais complexos foram capazes de generalizar melhor os padrdes entre
amostras benignas e de ransomware, espera-se que com a execu¢do das etapas (d) e (e) seja
possivel observar o real custo operacional da execucdo dos modelos no que tange a abertura
de processos/threads e memdria do sistema operacional, permitindo assim avaliar a
viabilidade pratica de cada abordagem em ambientes de producdo e o equilibrio entre
desempenho preditivo e custo computacional.

Trilha: Trabalho de Graduag3o.
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Introducdo: A crescente demanda por solugdes tecnolégicas na satde tem impulsionado o
desenvolvimento de ferramentas que aprimorem diagndsticos e decisdes clinicas. Contudo, a
precisdo diagndstica pode ser comprometida por limitacdes na experiéncia dos profissionais e
pela falta de clareza nas informacdes dos pacientes. A literatura destaca a dificuldade de
estruturar adequadamente dados clinicos, o que prejudica a criagdo de cérpus aplicaveis a
algoritmos de Inteligéncia Artificial (1A) voltados ao suporte a decisdo médica. Objetivos:
Este trabalho vem reforcar os relatos sobre os desafios na estruturacdo de dados clinicos com
base na prova de conceito que estd em desenvolvimento num médulo de apoio a decisio
terapéutica de pacientes atendidos na Reumatologia da UFU, ja aprovado pelo Comité de
Etica sob o numero CAAE: 78174224.8.0000.5152. O estudo utiliza dados estruturados
cedidos pelo Departamento de Reumatologia do Hospital de Clinicas da Universidade Federal
de Uberlandia (HC-UFU), anonimizados. Método: Este estudo compreende as duas primeiras
etapas do projeto que compreende: (1) Coleta e selecdo de dados; (2) Pré-processamento ;
(3) Implementacdo de algoritmos de PLN; e (4) Anélise exploratéria dos dados (EDA). A
primeira etapa foi realizada a inclusdo de prontuarios de pacientes maiores de 18 anos e a
exclusdo de casos em tratamento ativo. A segunda etapa realizou a limpeza, padronizacio e
tratamento de ruidos e de dados ausentes do cérpus em construcdo. Resultados: Os dados
analisados apresentaram alta inconsisténcia e baixa correlagdo, exigindo intenso trabalho de
pré-processamento. Foram desenvolvidos algoritmos em Python, para leitura e analise dos
arquivos que continham informacdes sobre anamnese, receitas, evolucdes e exames. Apods
examinar mais de 40 mil registros, apenas um conjunto de dados valido péde ser consolidado,
limitando a aplicagdo de algoritmos de IA, que dependem de grandes volumes de informac3o.
Essa limitacdo evidencia o impacto da qualidade dos dados na construcdo de sistemas de
apoio a decisdo clinica. Conclusao: O projeto enfrenta desafios significativos decorrentes da
desorganizagdo e inconsisténcia dos dados, situagdo comum na area da satde. Apesar dos
esforcos de processamento e consolidacdo, os resultados n3o permitiram o avanco para as
etapas seguintes. Logo, este estudo reforca a necessidade de bases de dados mais
estruturadas e padronizadas para viabilizar o desenvolvimento de solu¢des computacionais
eficazes que contribuam para auxilios aos profissionais da saude.

Trilha: Trabalho de Graduac3o.
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Introdugdo: Métodos de Machine Learning (ML) estdo cada vez mais sendo aplicados para
aprender padrdes existentes em grandes conjuntos de dados e predizer novos com uma maior
exatiddo. A identificagdo precoce da Diabetes Mellitus (DM) é essencial, pois assim maiores
serdo as chances de que o paciente tenha um bom tratamento e qualidade de vida a
posteriori. Diante disso, o uso da técnica de espectroscopia de infravermelho com
transformada de Fourier por reflectancia total atenuada (ATR-FTIR), que gera o espectro de
infravermelho da amostra analisada, tem sido de extrema importincia para a gera¢do dos
espectros de forma menos invasiva, uma vez que, neste trabalho utilizamos como biofluido
para a extracdo de informacdes a saliva. Objetivos: O objetivo da pesquisa consiste em
analisar métodos convencionais de ML, tais como: Discriminant Analysis (LDA), C-Support
Vector Classification (C-SVC), Random Forest (RF), Logistic Regression (LR) e uma
arquitetura de rede neural convolucional (CNN) a fim de classificar mais precisamente os
espectros ATR-FTIRs. Método: A base de dados utilizada consiste em 215 espectros, dos
quais 169 s3do de individuos portadores de DM e os outros 46 pertencentes ao grupo de
controle. Cada espectro possui 3596 atributos, os quais foram utilizados pelos modelos para
predizer sua devida classificacdo. Esses dados passaram por um pré-processamento visando
eliminar ruidos das amostras por meio da correcdo da linha de base via rubberband e
normalizagdo pelo pico da Amida-l, que ajusta todas as intensidades de onda para valores
entre 0 e 1. Posteriormente, foi observado um desbalanceamento das classes (DM e controle)
e, para tratar isso, técnicas de oversampling e undersampling foram aplicadas e comparadas
com o aprendizado a partir das classes desbalanceadas. O procedimento de oversampling
consiste em gerar amostras sintéticas para o treino, e o de undersampling em retirar
amostras da classe majoritaria de forma que as classes fiquem com a mesma quantidade de
elementos. Todos os modelos foram treinados e testados com a técnica de validacdo cruzada
estratificada k-fold para avaliar a habilidade do modelo em lidar com dados novos.
Resultados: Foram analisadas medidas de desempenho tais como: sensibilidade,
especificidade e a acuracia balanceada (média entre sensibilidade e especificidade). As
melhores métricas dentre os modelos tradicionais de ML foram alcancadas pela LR
combinada com oversampling tendo como acuracia balanceada 84,6%. No entanto, o modelo
de CNN superou este resultado alcancando 89,1% de acuracia balanceada, sensibilidade de
86,96% e especificidade de 91,3%. Conclusdo: Portanto, os modelos de ML se mostram
promissores para um diagndstico ndo invasivo de DM a partir da saliva e seus biomarcadores
presentes. A CNN, quando combinada com o procedimento de undersampling, superou todos
os outros métodos na métrica de especificidade, demonstrando melhor capacidade de
deteccdo dos verdadeiros negativos para o teste.

Trilha: Trabalho de Graduagdo.
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Introducdo: O volume crescente de dispositivos eletrénicos descartados tem ampliado
significativamente a geracdo de residuos eletronicos, um fenémeno que representa um dos
principais desafios ambientais da atualidade. Substancias téxicas presentes em equipamentos
descartados de forma inadequada, como chumbo, mercirio e cAdmio, constituem risco direto
a satde humana e & preservacdo dos ecossistemas. Diante desse cenario, iniciativas de
conscientizacdo e de gestdo responsavel de residuos-lixo tornam-se essenciais para mitigar
impactos ambientais e promover praticas socialmente sustentaveis. No municipio de Monte
Carmelo, observa-se a auséncia de um ponto fixo de coleta de residuos eletrénicos, lacuna
que reforca a necessidade de acdes institucionais voltadas ao descarte adequado e a educacio
ambiental. Objetivos: O projeto EcoTech UFU tem como propésito promover a
conscientizacdo sobre o descarte adequado de residuos eletronicos, estimular praticas
sustentaveis e consolidar a UFU como referéncia regional na coleta desses materiais.
Meétodo: A proposta estrutura-se da seguinte forma: (a) planejamento, reunides com os
parceiros institucionais, cronograma e organiza¢do das responsabilidades da equipe, (b)
execucdo, implantam-se pontos fixos de coleta no campus da UFU em Monte Carmelo,
promovem-se acdes de divulgacdo e realizam-se atividades educativas voltadas a
conscientizagdo sobre o descarte adequado de residuos eletronicos, (c) periodo de coleta,
caracterizacdo, quantificacdo, registro e classificacdo dos residuos, garantindo a destinacdo
adequada em parceria com a CODEL e, (d) aplicagdo de questionarios, permitindo analisar o
impacto das acdes educativas, o engajamento da comunidade e a correlacio entre
capacitacdo e volume de residuos coletados, gerando dados que fundamentam a eficacia
cientifica e social do projeto. Resultados: Trata-se de uma pesquisa em andamento. Entre os
resultados ambientais, prevé-se a quantificacdo do volume total de residuos coletados, sua
distribuicdo por categorias e a estimativa da redu¢do de impactos ambientais decorrente do
descarte adequado. No campo educacional, esperam-se ganhos de conhecimento dos
participantes por meio de instrumentos pré- e poés-teste, além de mudancas declaradas nas
percepcdes sobre o descarte responsavel. O projeto também pretende gerar evidéncias de
associacdo entre a participacdo nas atividades educativas e o aumento do descarte correto,
permitindo analises estatisticas de correlacio. Conclusdo: O projeto EcoTech UFU
demonstra elevada relevancia socioambiental ao suprir a falta de pontos de coleta de residuos
eletrénicos em Monte Carmelo e ao promover agdes educativas que estimulam praticas de
descarte responsavel. Espera-se que as intervencdes realizadas resultem na reducdo de
impactos ambientais e na conscientizacdo da comunidade. Além disso, os dados produzidos
ao longo do projeto poderdo subsidiar analises futuras e fortalecer iniciativas de
sustentabilidade na UFU e na regido.

Trilha: Trabalho de Graduacg3o.
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Introducdo: O cancer de mama é uma das principais causas de mortalidade entre mulheres,
e o diagnéstico precoce é essencial para aumentar as chances de cura. Com o avanco
tecnolégico, redes neurais convolucionais (CNNs) vém se destacando na deteccdo
automatizada de doengas por meio de imagens médicas. Entre elas, a MobileNetV2 se
destaca por sua arquitetura leve e eficiente, amplamente utilizada em dispositivos de baixo
custo gracgas as convolugdes separaveis em profundidade e blocos residuais invertidos. Estudos
recentes demonstram que a MobileNetV2 pode atingir alta acurdcia na classificacdo de
imagens de mamografia, sendo uma alternativa promissora para apoiar o diagnéstico clinico.
Objetivos: Avaliar o desempenho da MobileNetV2 na classificacdo de imagens de cancer de
mama, analisando sua viabilidade em contextos clinicos e de pesquisa. Busca-se compreender
como o uso de aprendizado por transferéncia, ajustes de hiperparametros e técnicas de pré-
processamento influenciam a acuracia do modelo. Método: O modelo foi desenvolvido em
Python com TensorFlow e Keras, sendo treinado no Google Colab. A MobileNetV2 foi
utilizada como extratora de caracteristicas, empregando pesos pré-treinados no ImageNet,
com camadas densas adicionais para a etapa de classificacdo. Também foram analisadas
abordagens complementares, como o uso de wavelets para extracdo de texturas e o
aprendizado federado, que possibilita treinar modelos em bases distribuidas preservando a
privacidade dos dados. Os experimentos utilizaram imagens de mamografia de bases publicas,
como o MINI-DDSM. Resultados: Estudos revisados indicam que a MobileNetV2 pode
alcancar acuracias entre 83% e 98 % em diferentes conjuntos de mamografias, variando
conforme a qualidade das imagens e o pré-processamento. No experimento realizado,
observou-se forte overfitting a partir da terceira época: enquanto a acuracia de treinamento
crescia, a de validacdo caiu acentuadamente, com instabilidade e picos de perda préximos de
9,5. Esse comportamento sugere falha na generalizacdo para dados n&o vistos, possivelmente
devido a uma taxa de aprendizado alta e a auséncia de data augmentation. Os préximos
ajustes incluirdo essas estratégias para obter um modelo mais estavel e com melhor
capacidade de generalizagdo. Conclusdao: A MobileNetV2 mostrou-se uma alternativa viavel
para a deteccdo de cancer de mama em imagens de mamografia, unindo eficiéncia
computacional e precisdo diagnéstica. Sua aplicagdo é especialmente relevante em sistemas
portateis e solucdes de edge computing, favorecendo o uso em ambientes clinicos com
recursos limitados. A continuidade deste trabalho envolve expandir a base de dados, testar
variacdes de pré-processamento e investigar modelos hibridos que combinem extracdo de
textura e aprendizado distribuido para aprimorar o desempenho diagnéstico.

Trilha: Trabalho de Graduac3o.
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Introdugdo: A seguranca da informagdo é um pilar fundamental na era digital, em que a
conectividade onipresente expde sistemas e dados a um nimero crescente de ameacas.
Diariamente, servidores e aplicacdes sdo alvos de inameras requisicdes de rede, muitas delas
maliciosas. Métodos tradicionais de deteccdo, como sistemas baseados em assinaturas,
frequentemente se mostram insuficientes para combater ataques zero-day, criando uma
necessidade urgente de solugdes mais dindmicas e inteligentes. Entre as ameacgas de rede, o
Port Scanning merece atencdo especial por ser frequentemente utilizado na fase de
reconhecimento de ciberataques. Essa técnica visa mapear portas e servicos ativos, revelando
potenciais vulnerabilidades que podem ser exploradas posteriormente. Assim, a deteccdo
precisa e antecipada de varreduras de portas é fundamental para prevenir ataques mais
complexos e fortalecer a postura de seguranca das redes. Nesse cenario, os Sistemas de
Detecgdo de Intrusdo (IDS) baseados em Aprendizado de Maquina (Machine Learning)
emergem como uma alternativa promissora. Objetivos: Este trabalho objetiva avaliar o
desempenho de diferentes modelos na deteccdo de trafego de rede associado a atividades de
varredura de portas (Port Scanning) e também adicionar transparéncia ao processo de
deteccdo por meio de inteligéncia artificial explicavel (XAl). Método: Para treinar os
modelos, foi selecionado o dataset publico UNSW-NB15, um conjunto de dados abrangente e
moderno que contém trafego de rede benigno e uma variedade de ataques. A fase atual do
projeto consiste no tratamento e pré-processamento deste dataset, que envolve a analise dos
dados, a normalizagdo e a engenharia de atributos (feature engineering) para selecionar as
caracteristicas mais relevantes do trafego. Apdés o término da preparacdo dos dados,
pretende-se implementar e treinar, no minimo, quatro modelos de machine learning distintos
baseados nos algoritmos: Arvores de Decisio, Random Forest, SVM e Redes Neurais. Um
pilar central da pesquisa serd a avaliagdo comparativa do desempenho desses modelos e a
etapa de racionalizacdo dos modelos por meio de XAl. Resultados: até o momento, os
resultados preliminares incluem o pré-processamento do dataset, ou seja, balanceamento,
normalizacdo, analise de features e geracdo dos conjuntos de treinamento e teste.
Conclusdo: O diferencial deste projeto ndo reside apenas na aplicagdo de ML, mas também
na andlise comparativa para identificar as abordagens mais eficazes em termos de
desempenho. Espera-se que os resultados contribuam para o desenvolvimento de solucdes
automatizadas capazes de fortalecer as defesas cibernéticas. Academicamente, o projeto
contribui para o campo da IA aplicada a seguranca, e, na prética, visa oferecer um caminho
para reduzir o tempo de deteccdo de ameacas e minimizar a carga de trabalho de analistas
de seguranca.

Trilha: Trabalho de Graduagdo.
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Introducdo: O cincer é uma das causas de 6bito mais comuns do mundo, sendo o cancer de
mama a neoplasia mais comum entre as mulheres, além de ser o maior causador de mortes
nesse grupo. Um dos métodos mais comum para diagndstico desse tipo de tumor é a
mamografia por raio-X. Com o avang¢o tecnolégico, a qualidade da imagem digital melhorou,
permitindo que esses exames sejam utilizados para treinar redes neurais e identificar tumores.
Essas ferramentas podem ser utilizadas para auxiliar os médicos na identificacdo desse
cancer, como uma segunda opinido, mas sem substitui-los. Isto poderia auxiliar o médico a
diagnosticar o tumor em estagios iniciais, que pode ser dificil de identificar a olho nu, porém
as redes neurais podem ajudar a confirmar o diagnéstico do profissional quando estiver com
davida. Objetivos: Este trabalho tem como objetivo investigar técnicas de processamento de
imagens, aprendizado de maquina e redes neurais para auxiliar no diagnéstico de cancer de
mama. Para isso, pretende-se realizar uma pesquisa em artigos e bases de imagens, estudar a
aplicacdo das técnicas em redes neurais, testar os métodos desenvolvidos e analisar os
resultados de desempenho. Método: Neste projeto serdo analisadas imagens de mamografias
feitas por raio-X presentes em bancos de imagens piblicos. Caso tenha uma quantidade
insuficiente de imagens em alguma dessas bases, serd feito um aumento de dados para que
alcance uma quantidade maior de imagens. Além das imagens serdo estudadas técnicas
voltadas para o cancer de mama, com o objetivo de melhorar a precisdo de redes neurais. As
técnicas serdo testadas nos bancos de imagens, utilizando métricas para avaliar o resultado
das técnicas e analisar o namero total de pardmetros da rede e das camadas convolucionais.
Resultados: Espera-se com esta pesquisa identificar técnicas de processamento de imagens
que ajudem a melhorar o desempenho de redes neurais voltadas para identificagcdo de cancer
de mama. E esperado que essas técnicas aumentem a precisio dessas redes e diminuam a
quantidade de falsos-negativos nesses exames, facilitando e melhorando o diagndstico de
cancer de mama. Conclusdo: Esse projeto visa analisar e testar técnicas que ajudem a
melhorar a precisdo de redes neurais para identificar cincer de mama, propondo métodos
para auxiliar os médicos a identificar tumores com maior precisdo e no estagio inicial. Dessa
forma, espera-se poder auxiliar na redu¢do do nimero de 6bitos por essa neoplasia.

Trilha: Trabalho de Graduagdo.
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Introducdo: A verificacdo de conformidade de planos de ensino quanto as diretrizes
institucionais é atividade critica para a garantia da qualidade, porém é demorada, suscetivel a
interpretacdes divergentes e influenciada por formatacio heterogénea. Este trabalho da
continuidade e evolui um sistema previamente desenvolvido na UFU, buscando aprimorar a
automac3o e agilidade das analises, ampliar seu suporte a diferentes contextos e formatos de
entrada, além de reduzir o tempo dispendido nas analises e as chances de erro e viés,
decorrentes de subjetividade e falhas humanas. Esta proposta busca apoiar a anélise de
conformidade subsidiando as decisGes com base em evidéncias textuais e destacando
justificativas legiveis para o revisor humano. Objetivos: Definir e validar um método
reprodutivel para checar, por secdo, a aderéncia de um plano as normas e diretrizes
institucionais, gerando relatérios explicaveis. Pretende-se estruturar regras e documentos em
um esquema comparavel, incorporar recupera¢do de trechos normativos antes da inferéncia,
oferecer API e interface web para uso do sistema por n3o especialistas, permitir a troca de
modelos de linguagem sem impacto no restante do sistema e registrar evidéncias e logs para
auditoria. Método: O método proposto organiza o fluxo em trés fases. Na ingestdo, realiza
extracdo de texto de PDFs, limpeza e segmentacdo por secBes. Na orquestracdo, indexa
regras e componentes do plano em uma representacdo comum para permitir alinhamento por
item de verificacdo. Na anélise, aplica geracdo aumentada por recuperacdo para apresentar
ao modelo trechos normativos e trechos do plano, solicitar decisdo de conformidade e coletar
justificativas. Est3o previstos testes automatizados, verificacdo de auséncia de evidéncias,
servicos independentes e endpoints REST para integragdo com sistemas académicos. A
avaliacdo considerard concordincia com revisores humanos, tempo de revisdo e estabilidade
de respostas, com estudos de ablacdo para isolar o efeito da recuperacdo e da engenharia de
prompts. Resultados: Até o momento, foram conduzidas pesquisas de literatura sobre
analise automatica de conformidade documental e uso de modelos de linguagem com
recuperacdo, bem como a reexecucdo do artefato anterior para estabelecimento de um
baseline. A andlise do trabalho anterior indica bom desempenho em partes estruturadas do
plano e maior variabilidade em campos abertos, além de limitacdes como sensibilidade a
ruidos de extracdo e layout, dependéncia de regras pouco padronizadas, pouca rastreabilidade
das decisdes e conjunto reduzido de casos avaliados. Esses achados orientam as escolhas de
arquitetura e o desenho do protocolo de avaliacdo desta evolucdo. Conclusdo: Com a
evolucdo deste trabalho, espera-se a producdo de um protétipo funcional, validado com
relatérios explicaveis, reducdo do tempo de revisdo, maior concordancia com avaliadores
humanos em itens padronizados, diminuicio de decisGes sem evidéncia e maior
reprodutibilidade.
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Introducdo: As quatro cepas da bactéria Kosakonia cowanii recém isoladas de cafeeiros do
Tridngulo Mineiro (UFU H1/CP160410, UFU D1/CP162577, UFU G119/CP160412 e UFU
187/CP162576) apresentam dupla funcionalidade: agem como Promotoras de Crescimento
Vegetal (PGPB) e, ao mesmo tempo, podem causar a queima foliar no café. Diante disso,
questiona-se: sera possivel analisar e comparar as redes de interagdo proteina-proteina (PPI)
dessas quatro cepas para identificar as caracteristicas moleculares que explicam sua funcio
dual? A auséncia de dados de PPl para esta bactéria € um obstaculo para o melhor
entendimento de seu funcionamento. Sob essa perspectiva, espera-se que a analise
comparativa das redes de PPI, geradas por um modelo de aprendizado de maquina e
validadas contra o modelo genérico do software GenPPi, revele diferengas topoldgicas
significativas, apontando para a causa molecular dessa versatilidade funcional. Objetivos: O
objetivo principal da pesquisa é criar e validar um modelo de aprendizado de maquina
especifico para o género Kosakonia no software GenPPi. Subsequentemente, este modelo sera
utilizado para predizer e analisar as redes de PPl das quatro cepas de interesse, a fim de
identificar proteinas e médulos funcionais essenciais relacionados a funcdo dual da bactéria.
Ademais, busca-se gerar conhecimento inédito no campo da bioinformatica sobre as redes de
interacdo de K. cowanii. Meétodo: Inicialmente, serdo coletados genomas da familia
Enterobacteriaceae de bancos de dados GenBank para treinar um modelo de aprendizado de
maquina especifico para o género Kosakonia dentro da plataforma GenPPi. Este modelo, que
utilizard diversas caracteristicas proteicas para alimentar um classificador, sera avaliada por
meio de validacdo cruzada. Feito isso, o modelo serd usado para predizer as interacdes
proteicas nos genomas das quatro cepas de interesse. As interagdes de alta confianca,
selecionadas por um limiar de score, serdo usadas para construir as redes, que serdo
analisadas com os softwares Gephi (visualizagdo) e R/iGraph (analise quantitativa). A analise
topolégica serd integrada a dados de anotacdo funcional e de potencial de viruléncia,
previamente gerados pelas ferramentas PANNOTATOR e Medpipe. As anélises individuais
das redes de cada cepa serdo comparadas para identificar padrdes comuns e divergentes.
Resultados: Espera-se que, ao final da pesquisa, seja possivel identificar com confiabilidade
as proteinas, as interacdes e os médulos funcionais que sdo a causa da dupla funcionalidade
das bactérias analisadas. Acredita-se que este estudo podera, futuramente, viabilizar o
desenvolvimento de bioinsumos mais eficazes e estratégias de controle da doenca no café,
com base no conhecimento gerado. Conclusdo: A pesquisa, embora em estagio inicial,
demonstra potencial para aprofundar o conhecimento dos mecanismos biolégicos que regem
bactérias pouco estudadas, combinando de forma inovadora as areas da computagdo, biologia
e estatistica.

Trilha: Trabalho de Graduac3o.
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Introducdo: A alocacio de disciplinas em instituicdes de ensino superior € um processo
logistico complexo que impacta diretamente a qualidade académica e a eficiéncia
administrativa. Sistemas académicos anteriores automatizaram partes desse fluxo, carecendo
da incorporagdo dindmica das restricGes de horario docente, exigindo intervengdo manual
extensiva. Este trabalho propde a evolucdo desse sistema, focada no desenvolvimento de um
modulo com interface grafica para geracdo e otimizacdo da grade de horarios, considerando
restricdes de disponibilidade e preferéncias do corpo docente. Objetivos: O objetivo geral é o
desenvolvimento e integracdo de um médulo ao sistema legado que permita o gerenciamento
de preferéncias e restricdes de horario dos professores, automatizando a geracdo da grade. Os
objetivos especificos sdo: (1) analisar a arquitetura do sistema legado; (2) modelar e
implementar a nova estrutura de dados para as restricdes docentes; (3) desenvolver uma
interface grafica (GUI) para que professores e coordenadores gerenciem essas restri¢cdes; e (4)
implementar um algoritmo de alocacdo que considere as novas restricdes. A justificativa
reside principalmente na necessidade de otimizacdo do tempo para definicdo das grades pela
coordenacdo, em especial, na resolucdo de conflitos. Método: A metodologia adotada é a de
Pesquisa e Desenvolvimento (P&D). A primeira etapa, ja concluida, consistiu na revisdo da
literatura sobre Problemas de Alocagdo de Horarios (Timetabling Problems) e na escolha das
ferramentas tecnolégicas. O levantamento de requisitos funcionais e ndo funcionais foi
realizado com base nas limitagdes do sistema antigo. O desenvolvimento utiliza uma pilha
tecnolégica composta por React.js para a interface grafica, Node.js para a APl de back-end,
e a biblioteca Google OR-Tools como nicleo do motor de otimizagdo para resolver as
restricdes e preferéncias. A validacido do protétipo serd conduzida através de testes unitarios,
de integracdo e de usabilidade. Resultados: Como resultado, propde-se o desenvolvimento de
um protétipo de software funcional com o novo médulo de geragdo de grade considerando a
disponibilidade docente. A fase de testes e andlises serd focada na comparacdo do tempo de
alocagdo manual/legado versus a nova alocagdo automatizada. A analise de performance do
algoritmo Google OR-Tools demonstrara a viabilidade da solugdo em gerar grades otimizadas
em tempo computacional habil. Os beneficios de uso esperados incluem a drastica reducdo do
trabalho manual da coordenac3o, a diminuicdo de conflitos de horario e uma maior satisfacdo
docente. A principal contribuicido desta evolucdo é a flexibilidade e a centralizacio da
informac3o de disponibilidade diretamente na fonte. Conclusdo: Espera-se que a evolucdo
desenvolvida seja de alta relevancia para a instituicdo, pois soluciona uma limitagdo critica do
processo de alocacdo de disciplinas, especialmente diante de mudancas regulares.
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Introducédo: Diante de desafios como desmotivacio e dificuldades de compreens3o no ensino
de programacdo, a Inteligéncia Artificial Generativa surge como uma solugdo promissora.
Contudo, a literatura recente alerta que as ferramentas atuais ainda possuem limitacdes.
Focadas na produtividade, essas ferramentas fornecem solucdes prontas, fomentando uma
“dependéncia passiva” e inibindo o desenvolvimento do raciocinio légico e da autonomia do
estudante. Esta lacuna define o problema cientifico: como projetar um agente de IA
integrado a um ambiente de desenvolvimento que atue como suporte pedagdgico eficaz, em
vez de mero assistente de cédigo, a fim de aprimorar ativamente a aprendizagem. Objetivos:
O objetivo geral é conceber e implementar um protétipo funcional de assistente de IA focado
no apoio ao desenvolvimento de competéncias no aprendizado de programac3o, priorizando o
processo cognitivo do aluno em detrimento da simples produtividade na geracdo de cédigo.
Método: Adotou-se a concep¢do de uma arquitetura de sistema multiagente, implementada
como extensdo do VsCode. Diferente das solucdes focadas em produtividade, a arquitetura
proposta desacopla a anélise técnica da interacdo pedagdgica por meio de dois agentes
especializados: 1) um Agente de Diagnéstico, atuando como desenvolvedor sénior, que
analisa o cédigo do aluno e gera um diagnéstico técnico estruturado; e 2) um Agente Tutor,
atuando como professor, que recebe esse diagnéstico e o traduz em um didlogo construtivo.
Estes agentes sdo instruidos via engenharia de prompt a guiar o aluno com perguntas para
que ele mesmo chegue a solugdo, evitando respostas diretas e estimulando o pensamento
critico. Resultados: A validac3o foi focada em aspectos funcionais e de desempenho, seus
resultados (analise de tempo de inferéncia e consumo de tokens) evidenciam que a
arquitetura proposta é funcionalmente robusta e vidvel. A ferramenta demonstrou integrar-se
ao VSCode, e a abordagem de chat focado no desenvolvimento do raciocinio cumpre o
propésito de auxiliar no aprendizado genuino, validando a viabilidade da hipétese.
Conclusao: A principal contribuicdo deste trabalho é a validacdo de um modelo arquitetural
que responde as criticas da literatura sobre assistentes de IA. Enquanto ferramentas
convencionais atuam como “oraculos” de informagdo, a abordagem proposta demonstra a
viabilidade de aprimorar as habilidades de ensino de uma LLM via engenharia de prompt,
transformando o agente em um facilitador do aprendizado. A integracdo ao VSCode reduz a
carga cognitiva do aluno, alinhando o suporte ao fluxo de trabalho pratico. Como limitacdes,
o protétipo analisa apenas arquivos Gnicos (ndo projetos completos), a dependéncia de LLMs
de grande porte pode introduzir laténcia, e o sistema ndo possui meméria de longo prazo
para adaptar-se ao histérico do aluno.

Trilha: Trabalho de Graduac3o.
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Implementacao e comparacao de modelos ML na
predicao de cepas da Sars-Cov-2
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Introdugcdo: O virus Sars-Cov-2, pertencente & familia dos Coronavirus, é um patégeno
altamente infeccioso responsavel pela pandemia de Covid-19, ocorrida entre 2020 e 2023.
Devido a sua natureza mutéavel, torna-se essencial o desenvolvimento de estudos sobre
possiveis alteracdes genéticas em seu material gendmico, pois essas modificages estdo
ligadas ao surgimento de novas variantes com diferencas em transmissibilidade,
patogenicidade e resposta imunolégica. Nesse contexto, a aplicacio de modelos de
aprendizado de maquina (machine learning), alimentados por bases de dados genéticas,
apresenta-se como estratégia promissora para a predicdo de novas cepas. Essa abordagem
permite analisar grandes volumes de dados biolégicos e identificar padrdes gendmicos que
indiquem mutagdes provaveis, contribuindo para o desenvolvimento antecipado de vacinas e
para politicas de satde mais eficazes. Além disso, a comparagdo entre diferentes algoritmos
possibilita avaliar e selecionar aqueles que oferecem maior precisio e desempenho na
predicdo. Assim, este estudo busca investigar, implementar e comparar tais modelos,
contribuindo para o avanco de estratégias preditivas aplicadas ao monitoramento genético do
Sars-Cov-2 e a mitigagdo de futuras crises sanitarias. Objetivos: O objetivo principal é
selecionar e adaptar algoritmos de aprendizado de maquina amplamente utilizados ao
contexto de predicdo de cepas virais do Sars-Cov-2, usando seu cédigo genético como base
de anélise. Busca-se também comparar e validar o desempenho de cada algoritmo, avaliando
sua eficacia e precisdo na identificacdo de padrdes gendmicos associados a mutacdes e ao
surgimento de novas variantes. Método: Serdo coletados genomas de diferentes variantes do
Sars-Cov-2 por meio de raspagem de dados em bancos pablicos, como o GenBank. Em
seguida, os dados serdo normalizados e filtrados para otimizar o aprendizado das inteligéncias
artificiais. Posteriormente, serdo utilizados algoritmos classicos de Aprendizado de maquina,
como Naive Bayes, Random Forest e Decision Tree, adaptados ao contexto de predi¢do viral.
Por fim, os modelos serdo treinados e avaliados quanto a capacidade preditiva, permitindo
um estudo comparativo de desempenho, robustez e precisio. Resultados: Espera-se obter
um estudo comparativo sobre o desempenho dos algoritmos na predicdo de novas cepas
virais, identificando quais abordagens apresentam melhor capacidade de generalizac3o.
Conclusdo: Embora o estudo ainda esteja em fase de levantamento bibliografico, os
resultados esperados indicam o potencial da pesquisa em ampliar o conhecimento sobre o uso
de inteligéncias artificiais na predicio e monitoramento de mutacdes virais, reforcando sua
relevancia cientifica e pratica no enfrentamento de futuras ameacas epidemiolégicas.

Trilha: Trabalho de Graduagdo.
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Inspecdo Heuristica de uma Plataforma de Autoria de
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Introducdo: Jogos sérios, que sdo definidos como jogos desenvolvidos com um objetivo
principal que ndo seja unicamente diversdo, estido ganhando cada vez mais destaque, seja
para treinar, anunciar, simular ou educar a pessoa que estiver jogando em relagdo a um
assunto que o jogo sério se propde a apresentar. No contexto educacional n3o é diferente.
Jogos tém sido criados como suporte aos processos de ensino e aprendizagem. Previamente,
foi construida uma plataforma para gerenciamento de fases de jogos educacionais no
contexto da disciplina de Quimica, uma area que enfrenta grande dificuldade de aprendizado.
Esse trabalho realizou uma avaliagdo da Interagdo Humano-Computador dessa plataforma.
Objetivos: Esse projeto tem como objetivo o auxilio no desenvolvimento e na validacdo da
ferramenta previamente construida, por meio da conducdo de uma inspecdo heuristica para
andlise de sua usabilidade. Método: Foi realizado o procedimento de inspecido de usabilidade,
por meio da analise de adequagdo das telas desenvolvidas frente as 10 heuristicas de Nielsen.
A analise foi manual, tela a tela, feita pelo pesquisador e avalia: Visibilidade do estado do
sistema; Correspondéncia entre o sistema e o mundo real; Controle e liberdade do usuario;
Consisténcia e padronizacdo; Reconhecimento em vez de memorizacdo; Flexibilidade e
eficiéncia de uso; Projeto estético e minimalista; Prevencio de erros; Ajuda aos usuéarios para
reconhecerem, diagnosticarem e se recuperarem de erros; Ajuda e documentacdo. Além das
heuristicas, foi avaliado o grau de severidade: Sem importancia; Cosmético; Simples; Grave;
Catastrofico. Também foi analisada a natureza do problema, se é uma Barreira, um
Obstaculo ou um Ruido, a perspectiva do usuario, se o problema é Geral, Preliminar ou
Especial e a perspectiva da tarefa, se € um problema Principal ou Secundario. Por fim, foi
feita uma descricdo do problema, fornecendo contexto, causa, efeito sobre o usuario, efeito
sobre a tarefa e correcdo possivel. Resultados: Foram encontrados 3 problemas referentes a
“Consisténcia e Padrdes” e a “Controle do Usuario e Liberdade”, 2 referentes a “Ajudar os
Usuarios a Reconhecer, Diagnosticar e Corrigir Erros’ e 1 referente a “Flexibilidade e
Eficiéencia de Uso”, “Ajuda e Documentacdo”, “Prevencdo de Erros’ e “Estética e Design
Minimalista”, totalizando 12 problemas, dos quais 6 eram Cosméticos, 1 era Simples, 2 eram
Graves e 3 eram Catastréficos e referente a natureza do problema, 4 eram Barreiras e 8 eram
Ruidos. Pela perspectiva do usuario, 9 eram problemas Gerais, 2 eram Preliminares e 1 era
Especial e pela perspectiva da tarefa, 4 eram Principais e 8 eram Secundarios. Conclusao:
Mesmo que 50% dos problemas tenham grau de severidade Cosmético, o fato de 25% serem
Catastroficos é extremamente preocupante, sendo exigido o reparo desses problemas antes de
que a plataforma possa ser disponibilizada para ser usada de fato. Por fim, 17% serem
Graves é um ponto de atencdo que deve ser analisado com urgéncia.

Trilha: Trabalho de Graduagdo.
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Introdugdo: O ensino de Sistemas Operacionais (SO) é notério por sua complexidade e
abstracdo, contribuindo para altos indices de reprovacdo nos cursos de computacdo, o que
motivou o desenvolvimento da Plataforma SimulateOS, um sistema web que simula o
comportamento de processos e o gerenciamento de memoéria de forma visual e interativa.
Atualmente, a ferramenta simula a vida de um processo e a memdria fisica, e o objetivo
principal é facilitar o entendimento de matérias de SO e arquitetura de computadores,
proporcionando uma compreensio essencial de como as operacdes funcionam “por tras dos
panos’. Objetivos: O objetivo especifico deste projeto é incluir a simulagdo da meméria swap
(meméria virtual), um mecanismo fundamental que estende a RAM usando o disco rigido e
evita travamentos por falta de memdria, tornando a visualizagdo interativa do swapping
(swap-in e swap-out) um recurso valioso para o aprendizado da gestdo dindmica de memdria.
Método: A metodologia para o aprimoramento seguiu quatro etapas principais: iniciou-se
com um Levantamento Bibliografico sobre simulacBes e gerenciamento de memdria; em
seguida, foram definidos os requisitos e realizada a Definicido de Requisitos e Modelagem da
funcionalidade de swap; a etapa atual consiste no Desenvolvimento do Protétipo,
implementando a légica de movimentacdo de blocos de meméria entre a meméria principal e
a area de swap para simular o comportamento da meméria virtual de forma detalhada; por
fim, a fase de Avaliagdo e Analise de Dados consistird em analisar os dados coletados nos
testes de usabilidade e eficicia da ferramenta. Resultados: Como resultados esperados, a
Plataforma SimulateOS fornecerd uma ferramenta interativa que permitird aos alunos
visualizar de forma clara a execucdo dos processos e o gerenciamento da memodria,
correlacionar a teoria com a pratica do sistema simulado, e reduzir a dificuldade de
aprendizagem dos conceitos abstratos, impactando positivamente nos indices de aprovacdo
na disciplina, sendo que a implementagdo da memdria swap garante uma simulagdo mais
completa e realisticamente representativa dos mecanismos de um SO moderno. Conclusao:
Pretende-se que a Plataforma SimulateOS se estabeleca como uma solucdo de alto potencial
para mitigar os desafios de ensino e aprendizagem em Sistemas Operacionais, e sua estrutura
visual e interativa tem a capacidade de transformar a absorcdo do conhecimento técnico,
visando a sua consolidacdo como um recurso educacional de eficicia comprovada apds a
avaliacdo do protétipo.

Trilha: Trabalho de Graduagdo.
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JuriZap: Um Assistente Juridico Brasileiro Gratuito para Leigos
baseado em Tecnologias de IA Generativa
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Introdugdo: Em um pais onde a democracia é alicerce da convivéncia social, compreender os
proprios direitos € essencial para o exercicio pleno da cidadania. No entanto, as leis
costumam ser redigidas em uma linguagem técnica e complexa, o que dificulta o
entendimento pela maioria da populagdo, bem como restringe a capacidade do cidadio de
agir de forma consciente perante a lei. Portanto, urge a criagdo de uma ferramenta de cunho
informacional, a qual torne o conhecimento sobre os direitos do cidaddo mais acessiveis e
promova a educac¢do juridica popular. Diante de tal situagdo, é proposto por este projeto a
criacdo de um assistente juridico, voltado ao publico brasileiro, capaz de interagir com
usuarios leigos a partir de um modelo de IA. Objetivos: Ha o objetivo de estudar a
modelagem e resolu¢do de problemas com o uso de Modelos de Linguagem de grande escala
(LLMs), abordar novas estratégias de “prompts”’, aumentar o alcance a informagao,
disseminar paz e justica social e diminuir desigualdades, por meio da criacdo de um aplicativo
que permite perguntas sobre problemas juridicos do usuario. Neste sentido, também é dado
como objetivo a diferenciacdo de outros modelos alternativos a partir da especializacdo no
contexto juridico brasileiro e simplificacdo da linguagem usada nas respostas geradas pela
Inteligéncia Artificial, com a finalidade de ser de facil compreensdo para qualquer cidad3o.
Método: A solugdo serd desenvolvida utilizando modelos de linguagem de grande escala
(LLMs), em conjunto com a técnica de geragdo aumentada por recuperagdo (RAG). Também
é previsto a modelagem do aplicativo a partir de uma interface grafica de interagcdo com o
usudrio semelhante a um ‘chat”. Ademais, a literatura existente apresenta avancos
significativos em chatbots juridicos, porém muitos desses modelos carecem de mecanismos
em portugués, bases voltadas para a legislacdo brasileira, gratuidade e disponibilidade de
cédigo aberto para novas contribuicdes. Em um primeiro instante, é utilizado como base
informacional o Cédigo do Consumidor amparado pela legislacdo brasileira vigente para a
geracdo de respostas mais convincentes sobre processos do dmbito civil e de pequenas causas.
Resultados: Dentre os resultados iniciais, foi observado que outros modelos conhecidos ainda
possuem uma linguagem muito técnica na busca de informacdes juridicas, o que pode
confundir uma pessoa ndo especializada no assunto. Outrossim, o modelo proposto
apresentou relacdo mais direta com o cédigo do consumidor brasileiro fornecendo respostas
mais precisas e correlatas ao publico brasileiro. Conclusdo: Conclui-se que a formulagdo de
um novo modelo de assistente juridico voltado ao publico leigo € uma alternativa promissora
e inovadora, tendo em vista a inexisténcia de ferramentas voltadas a populagdo geral. Assim,
este projeto constitui de uma importante ferramenta social de apoio a educacdo e informacdo
juridica no Brasil.

Trilha: Trabalho de Graduagdo.
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Vinicius S. Tadeu, Claudiney R. Tinoco

Universidade Federal de Uberlandia (UFU)
{viniciussilva@2t, claudiney.tinoco}@ufu.br

Introducdo: O avanco da Inteligéncia Artificial tem impulsionado a adog3o de sistemas de
reconhecimento facial na seguranca publica. Contudo, essas tecnologias podem carregar
vieses algoritmicos que afetam desproporcionalmente a populacdo negra, resultando em
prisdes injustas e reforcando o racismo estrutural. Diante disso, compreender como a midia
molda o debate puablico torna-se fundamental para orientar a regulacdo. Propde-se, assim, o
mapeamento dessa narrativa de forma precisa, filtrando ruidos e superando as limitacdes de
métodos baseados apenas em palavras-chave. Objetivos: O principal objetivo é desenvolver e
validar um pipeline metodolégico de coleta, filtragem semantica e analise de contetdo
jornalistico sobre os impactos do reconhecimento facial na populagdo negra no Brasil (2010-
2024). O método busca garantir relevancia e consisténcia do corpus, permitindo analises
temporais de sentimentos e de tépicos. Paralelamente, pretende-se superar a baixa precisio
das abordagens classicas, substituindo filtros léxicos por similaridade seméantica para obter
um conjunto mais qualificado de dados. Método: O procedimento metodolégico foi dividido
em duas fases: (i) na fase de coleta, utilizou-se a API Serper combinando vetores conceituais
(Tecnologia, Grupo Social e Impacto), gerando um corpus bruto com 8.582 noticias; e, (ii)
na fase de filtragem, para superar a baixa eficiéncia dos filtros por palavras-chave, foram
utilizados embeddings SentenceTransformer, aplicando uma légica "2 de 3", na qual um
titulo & considerado relevante se for semanticamente semelhante a pelo menos dois vetores-
conceito, utilizando um limiar de similaridade de 0,40, estabelecido empiricamente para
otimizar a precisdo sem perder amplitude. Resultados: A filtragem resultou em um corpus
preliminar de 5.122 titulos (59,68%). Esse resultado demonstra que a abordagem semantica
manteve um volume de dados adequado e aumentou a precisio na selecdo de noticias
relevantes. A analise temporal sugere que o debate era praticamente inexistente até 2018,
mas cresceu fortemente apés 2019, atingindo o pico em 2023. A analise de sentimentos
(BERT) mostra predomindncia de cobertura critica, com 60-65% dos titulos classificados
como negativos. Conclusdo: Os resultados preliminares indicam que o debate midiatico é
recente, crescente e majoritariamente critico. A filtragem semantica “2 de 3" com limiar 0,40
mostrou-se uma solugcdo robusta e repliciAvel para a construcdo de corpus em temas
sociotécnicos. Embora a base de dados ainda esteja em fase final de consolidagdo, o pipeline
ja demonstra potencial para sustentar analises aprofundadas sobre o viés algoritmico no
Brasil e orientar pesquisas futuras.

Trilha: Trabalho de Graduacg3o.
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Introdugdo: O avango dos modelos de linguagem (LLMs e SLMs) tem acelerado a adogdo de
Inteligéncia Artificial em miltiplos setores. No Brasil, o percentual de empresas que utilizam
IA passou de 16,9% em 2022 para 41,9% em 2024, representando um crescimento de
163,2%. Entretanto, a natureza probabilistica desses modelos e a dificuldade de prever
comportamentos adversariais mostram-se suscetiveis a ataques cibernéticos, sobretudo o
prompt hacking, capaz de contornar restricdes internas e gerar vazamento de dados sensiveis.
Relatérios recentes de inteligéncia de ameacas indicam o uso de |A por agentes mal-
intencionados para criacio de Ransomware-as-a-Service, automac3o de ataques e fraudes em
empregos remotos. A auséncia de metodologias automatizadas para deteccdo e mitigacdo
dessas vulnerabilidades evidencia uma lacuna cientifica relevante e crescente. Objetivos: Esta
proposta visa desenvolver uma metodologia automatizada de protecdo para LLMs e SLMs
contra-ataques de prompt hacking. Para isso, busca-se mapear os principais vetores de
ataque que exploram a técnica de prompt hacking, descrevendo seus mecanismos,
caracterizando seus padrdes e impactos e, por meio de abordagens Red Team e Blue Team,
conduzir ataques controlados contra LLMs e SLMs, com énfase em prompt hacking.
Método: Trata-se de uma pesquisa exploratéria, e o desenvolvimento desta proposta esta
estruturado em quatro etapas: (a) estudar e compreender os principais vetores de ataque no
contexto de prompt hacking para manipular LLMs e SLMs; (b) desenvolver prompts
maliciosos com variagdo semantica e sintatica para diferentes tipos de LLMs e SLMs; (c)
propor contramedidas para detecgdo e mitigacdo desses ataques; e, por fim, (d) validar o
método proposto em diferentes modelos de linguagem. Resultados: Esta pesquisa encontra-
se em fase inicial de desenvolvimento, correspondente a revisdo sistematica da literatura com
foco em ataques do tipo prompt hacking aplicados a modelos LLM e SLM. Os levantamentos
preliminares demonstram escassez de estudos aprofundados que tratem de forma estruturada
a deteccdo e mitigacdo automatizada dessas ameacas, o que evidencia a relevincia e a
originalidade da investigacdo proposta. Conclusdo: Embora esta pesquisa ainda se encontre
em fase inicial e n3o disponha de resultados consolidados, o tema demonstra elevada
relevancia cientifica, tecnolégica e social. O crescimento acelerado do uso de LLMs e SLMs
em setores criticos amplia a superficie de ataque e expde vulnerabilidades ainda pouco
compreendidas, como o prompt hacking. A auséncia de metodologias sistematicas e
automatizadas para deteccdo e mitigacdo desses ataques revela um campo de estudo
emergente e estratégico, cuja exploracdo é fundamental para garantir o uso seguro e
confidvel de LLMs e SLMs. Assim, a presente proposta contribui para o avanco da segurancga
cibernética aplicada a modelos de linguagem e para o fortalecimento de praticas de defesa
cibernética alinhadas aos desafios contemporaneos.

Trilha: Trabalho de Graduac3o.
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Introdugdo: Ataques DDoS figuram entre as principais ameagas & seguranca da informacg3o.
Somente no primeiro semestre de 2025, houve um aumento de 358% deste tipo de ataque,
ou seja, sdo mais de 20,5 milhdes de ataques DDoS. Um dos maiores desafios na mitigagdo
deste tipo de ataque reside no tempo de resposta entre a deteccdo e a agdo corretiva.
Existem registros de ataques DDoS que levaram apenas 80 segundos para orquestrar 13000
dispositivos loT, alcangando 5,6 Thps em um ataque distribuido. Embora as solucGes atuais
baseadas em Machine Learning (ML) apresentem vantagens na detecgdo de ataques zero-day
frente aos métodos tradicionais, essas abordagens tendem a negligenciar pardmetros de
desempenho criticos, como laténcia de inferéncia e tempo total de resposta, o que
compromete a aplicabilidade dessas solugdes em ambientes reais. Objetivos: Esta proposta
visa o desenvolvimento de uma arquitetura neural reconfiguravel em FPGA para deteccdo em
tempo real de ataques DDoS, assegurando baixa laténcia e alto desempenho em ambientes
de alto trafego. Para viabilizar essa proposta, torna-se essencial racionalizar o modelo de rede
neural artificial (ANN) treinado, de modo a representar matematicamente seus pardmetros e
operagdes. Em vez de utilizar ferramentas de sintese de alto nivel (HLS) esta proposta ira
derivar uma formulacdo matematica equivalente ao comportamento do modelo treinado,
preservando suas caracteristicas fundamentais. Método: Trata-se de uma pesquisa aplicada,
de carater experimental, voltada ao desenvolvimento e a avaliacdo de uma arquitetura neural
reconfiguravel para deteccdo de ataques DDoS. O método proposto compreende seis etapas:
(a) Treinamento e teste de uma ANN; (b) Aplicagdo de XAl para identificagdo das variaveis
independentes e dependentes; (c) Constru¢cdo de um modelo matematico equivalente 3 ANN
utilizando o método dos minimos quadrados; (d) Otimizagdo do modelo matematico; e (e)
Implementagdo da arquitetura neural reconfiguravel em FPGA. A validagdo experimental sera
realizada por meio da analise comparativa entre o modelo e a arquitetura sintetizada.
Resultados: A proposta encontra-se em andamento, na etapa (a). Até o momento, foram
realizadas analises detalhadas das features do dataset, incluindo o balanceamento, a
normalizacdo dos dados e a andlise de correlagdes entre as features. Conclusdo: Espera-se
alcancar uma representacdo fiel do comportamento da ANN treinada, de modo que os testes
de inferéncia validem sua equivaléncia funcional na deteccdo de ataques DDoS. Além disso,
espera-se comprovar o potencial do uso de FPGAs na area de seguranca da informacdo,
destacando sua capacidade de executar modelos inteligentes com baixo tempo de resposta e
baixo consumo energético, bem como estabelecer uma metodologia formal e replicavel para a
implementacdo de modelos de Inteligéncia Artificial em arquiteturas reconfiguraveis,
contribuindo para o avanco da integracdo entre IA e hardware em sistemas de defesa
cibernética.

Trilha: Trabalho de Graduagdo.
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Introducdo: A displasia epitelial oral é precursora frequente do carcinoma de células
escamosas, um dos tumores mais comuns da cavidade bucal, com transformagdo maligna
entre 6% e 36%. Apesar de avancos diagndsticos e terapéuticos, trata-se de cancer agressivo
e ainda muito incidente. O cancer de pulmdo é o segundo tipo mais mortal de céncer
globalmente, com aproximadamente 1,8 milhdes de mortes anuais em 2023. Nesse contexto,
algoritmos de processamento de imagens podem aumentar a precisdo diagndstica e apoiar
decisBes clinicas. Objetivos: Investigar algoritmos de analise de imagens para classificar (i)
lesBes orais em duas categorias (tecido saudavel e lesdo severa) e (ii) imagens pulmonares em
trés classes: adenocarcinoma moderadamente diferenciado (aca_md), normal e carcinoma de
células escamosas moderado (scc_m). Compararam-se estratégias de
inicializagdo/treinamento e técnicas de data augmentation em ambos os conjuntos com
modelos de redes neurais convolucionais residuais. Método: Dois conjuntos foram utilizados:
228 imagens histoldgicas da lingua de camundongos e 307 imagens de patologia pulmonar.
Avaliaram-se os modelos ResNet18 e ResNet34, variando uso de data augmentation, taxas de
aprendizado, nimero de épocas e dropout. Testaram-se quatro modos: PT-ALL (ajuste de
todos os pesos pré-treinados), PT-LB+FC (ajuste do altimo bloco e da fully connected), PT-
FC (apenas fully connected) e FC (treino do zero). Os experimentos foram executados em
notebook i7 de 132 geracdo, 16 GB de RAM e GPU RTX 3050 (6 GB). Resultados:
Displasia oral, melhor acuracia (98,55%) com ResNet34 e ResNetl8 em PT-ALL, sem
augmentation, por 50 épocas. Pior desempenho (81,16%) com ResNet34 em PT-LB+FC
combinando augmentation, learning de 0.0001 e 50 épocas. Patologia pulmonar, maior
acuracia (98,55%) com ResNetl8, sem augmentation, em PT-ALL e taxa de 0,001, o pior
resultado ocorreu ao treinar do zero (FC) com augmentation e mesma taxa, tendo 89,86% de
acuracia. Modos PT-FC apresentaram desempenhos intermediarios, (teis quando a
representacgdo final é suficiente, mas, em geral, o fine-tuning completo (PT-ALL) superou as
demais configuragcdes. Conclusdo: Redes neurais convolucionais residual ResNetl8 e
ResNet34 com transferéncia de aprendizado e ajuste fino mostraram-se eficazes para analise
de lesdes displasicas orais e pulmonares. A limitacdo amostral exigiu estratégias robustas de
fine-tuning, o aprendizado transferido foi decisivo para altos desempenhos. Esses achados
sugerem que tais sistemas podem tornar o diagndstico mais objetivo, rapido e preciso na
pratica clinica.

Trilha: Trabalho de Graduac3o.
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Introdugdo: A seguranca atual é garantida pelos algoritmos criptografados classicos, o que
torna uma maneira extremamente eficaz para proteger dados. Com o avan¢co da computagdo
quantica e a superposicido de bits é possivel solucionar problemas de forma mais eficiente.
Dessa forma, o Algoritmo de Grover surge como uma ameaga a criptografia classica.
Desenvolvido, ndo para o objetivo de invadir sistemas, mas para acelerar problema de busca
em bases de dados ndo estruturados, este algoritmo quantico demonstra a capacidade de
encontrar um item desejado de forma mais rapida que qualquer outro método classico.
Diante disso, ha uma implicagdo direta na seguranca da criptografia simétrica, pois pode
reduzir drasticamente o tempo necessario para ataques de Brute Force a chave, colocando
em risco a confidencialidade e a integridade de dados protegidos. Objetivos: Diante do
potencial disruptivo que a computacdo quantica possui e da iminente ameaca representada
pelo Algoritmo de Grover, & necessario analisar suas implicacdes. Esta pesquisa tem como
objetivo principal analisar o impacto do Algoritmo de Grover na seguranca da criptografia
simétrica, o que contribui para a compreensio das vulnerabilidades apresentadas pela
computacdo quantica, para a conscientizacdo sobre as necessidades de novas abordagens de
seguranca na era pés quantica e mostrar, por meio de simulagdes, a eficiéncia do Algoritmo
de Grover sobre outros algoritmos de busca ou Brute Force. Método: Inicialmente foi
planejada uma pesquisa de natureza tedrica e exploratéria, utilizando como base
predominantemente em revisdo bibliografica e analise conceitual. Porém, conforme o avanco
no estudo, foi adicionado uma nova forma de comparar e provar a superioridade do
Algoritmo De Grover. Por meio de simuladores quéanticos, utilizando um framework de
computag¢do quantica (Qiskit), podemos simular a execu¢do de algoritmos quinticos em um
computador classico, focando no nimero de operacdes e na probabilidade de sucesso.
Resultados: Com esta pesquisa, pretende-se provar que o nimero de operagbes de
algoritmos simétricos cresce em um ritmo diferente em comparacdo com o Algoritmo de
Grover. Dessa forma, espera-se concluir que a busca quintica pode ser uma ameaca
substancial para a criptografia simétrica e deve ser mais explorada. Conclusdo: Espera-se
que, com as simulacdes e analises da complexidade, podemos afirmar que o Algoritmo de
Grover quebra a criptografia simétrica, o que impde uma ameaga critica ao reduzir
significativamente sua seguranca. Isso gera uma consequéncia direta na seguranca efetiva e
serd necessario novas pesquisas para apontar o caminho a seguir para garantir a seguranca
no futuro da era quantica, provando que, n3o serd necessario o fim da criptografia simétrica,
mas precisara ser adaptada. Com isso, a pesquisa ira reforcar a urgéncia da agilidade
criptografica e a adaptacdo de sistemas para a computacdo quantica, uma prioridade
imediata para a seguranca de dados.

Trilha: Trabalho de Graduac3o.
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Introdugcdo: A astronomia contempordnea gera volumes massivos de dados. O Portal do
Sistema Solar do LIneA lida com uma tabela de predi¢bes de ocultagdes estelares atualmente
com 3,5 bilhdes de linhas, causando gargalos de performance em consultas temporais e na
gestdo de dados histéricos. Com a era do Big Data. Projetos como o Legacy Survey of
Space and Time  (LSST) do Observatério Vera Rubin (lvezi¢ et al., 2019) e Gaia (Gaia
Collaboration, 2023) vem cada vez mais impondo desafios inéditos no gerenciamento de
repositérios de dados volumosos. O armazenamento, o acesso e a analise eficiente de
catalogos com bilhdes de objetos e petabytes de informacdes se tornaram requisitos
fundamentais para o avanco cientifico. Objetivos: A proposta é investigar e comparar
estratégias de otimiza¢do no PostgreSQL (indexagdo B-tree/BRIN e particionamento por
data), além do arquivamento de dados histéricos em formato colunar Apache Parquet,
avaliando o impacto dessas estratégias no Django ORM para melhorar o desempenho e a
gerenciabilidade da tabela massiva. Objetivos especificos incluem: analisar comparativamente
a performance de indices B-tree e BRIN; avaliar o impacto do particionamento por faixa de
data; investigar o arquivamento em Parquet, comparando métodos de acesso (FDWs vs
PyArrow); e quantificar a sobrecarga do Django ORM versus SQL direto. Método:
Metodologia baseada em comparagdes sistematicas e benchmarks em ambiente controlado. A
otimizacdo de dados ativos envolve a comparacdo entre indices B-tree e BRIN e o uso de
particionamento. A gestdo de dados histéricos testa o arquivamento em Parquet,
comparando métodos de acesso (FDWs como parquet fdw ou duckdb fdw e acesso direto
via PyArrow). A analise do Django ORM quantifica o overhead comparando consultas ORM
com SQL puro. Métricas de desempenho serdo coletadas e analisadas estatisticamente para
evitar erros de medida. Resultados: Espera-se que a combinacdo de indexacio com
particionamento demonstre ganhos significativos de performance para consultas temporais na
tabela ativa. O arquivamento em formato Apache Parquet deve resultar em alta compressdo
dos dados. As comparagdes entre métodos de acesso (FDWs vs. PyArrow) indicardo o melhor
equilibrio entre flexibilidade e performance. A analise do Django ORM deverd quantificar o
overhead. Conclusdo: A conclusdo principal serda um conjunto de recomendagdes sélidas e
fundamentadas para a otimizagdo do desempenho e gestdo de dados do Portal do Sistema
Solar. A combinacdo de técnicas eficientes para dados ativos com estratégias de
arquivamento colunar é vital para a sustentabilidade da plataforma do LIneA em um cenéario
de Big Data.

Trilha: Trabalho de Graduagdo.
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Introducdo: A tecnologia esta presente em praticamente todos os aspectos da vida moderna.
Os cursos da area de computacdo tém ganhado destaque e registram procura sem
precedentes. Nesse cenario, torna-se essencial apresentar ao ambiente escolar uma visdo
atualizada do potencial da tecnologia e das diversas areas que ela abrange, de modo a
despertar o interesse dos alunos da Educagio Basica. Objetivos: Levar as escolas da
Educacdo Basica uma experiéncia pratica e interativa que desperte o interesse dos estudantes
pela tecnologia, apresentando, de forma acessivel, como diferentes sistemas podem se
conectar e atuar em conjunto. Busca-se, ainda, promover uma compreensdo mais ampla
sobre o papel e as possibilidades do curso de Sistemas de Informag3o no desenvolvimento de
solucdes inovadoras. Método: Como forma ludica de exemplificar o uso integrado da
tecnologia, estd em desenvolvimento uma proposta que demonstra a interacdo entre
diferentes sistemas, permitindo aos alunos observar, de maneira concreta, como esses
elementos se conectam e funcionam em conjunto. Sera construido um sistema interativo para
que os alunos possam ‘“conversar’ com uma planta da espécie Dracaena trifasciata (Espada-
de-S3o-Jorge), batizada pelo PETSI como “Peticia”, no qual poderdo acessar informagdes
sobre os “sentimentos” da planta, sua necessidade de agua (indicada pela umidade do solo), a
qualidade do ar, o nivel de luminosidade, a temperatura do solo, “borrifadas” virtuais de agua
para rega-la e dados sobre a espécie e sua biologia, tudo isso integrado a um modelo de
Inteligéncia Artificial. Além disso, cada componente e algoritmo utilizado no sistema sera
apresentado e explicado em linguagem acessivel ao piblico em geral. O sistema sera dividido
em cinco médulos: Médulo 1 — Sensores de umidade do solo, umidade do ar, luminosidade,
gas e bomba d'agua, interligados a um Arduino UNO (ATmega328P); Médulo 2 — Back-end
para coletar informa¢des do Arduino; Médulo 3 — Back-end que orquestra os dados
coletados, a conversa do usuario e o agente de IA; Mdédulo 4 — Agente de IA Gemini 2.0
Flash, configurado com informacgdes sobre a espécie e a planta monitorada; Médulo 5 —
Interface web para interacdo com a planta. Resultados: Espera-se que o projeto proporcione
aos alunos uma experiéncia pratica e significativa, permitindo-lhes compreender como a
integracdo entre hardware, software e Inteligéncia Artificial pode gerar solugdes funcionais.
Conclusao: O projeto “Petiicia” pretende aproximar os alunos da Educacdo Basica do
universo tecnolégico e da Inteligéncia Artificial, promovendo aprendizagem ativa,
interdisciplinar e contextualizada, além de despertar o interesse pelo curso de Sistemas de
Informacio e evidenciar sua relevancia na criacdo de solucdes inovadoras e sustentaveis.

Trilha: Trabalho de Graduagdo.
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Introdugdo: O ensino de Estruturas de Dados, tema fundamental na Computagio,
frequentemente enfrenta desafios relacionados ao engajamento e a compreens3o dos alunos.
Nesse contexto, a plataforma DebugandoED foi desenvolvida como uma ferramenta
gamificada para auxiliar no aprendizado de estruturas como vetores, pilhas e listas
encadeadas. No entanto, a versdo original, implementada em PHP, apresenta limitagbes de
usabilidade, desempenho e escalabilidade, dificultando a expansio e a adocdo em larga
escala. Objetivos: Este trabalho propde a modernizagdo da plataforma por meio da migracdo
para uma arquitetura baseada em Angular no front-end e Node.js no back-end, integrando
também um sistema analitico de acompanhamento do desempenho dos alunos. O objetivo
geral € melhorar a experiéncia do usuario, aumentar o engajamento e permitir uma gestdo
educacional mais eficaz por meio de dados. Como objetivos especificos, destacam-se: a
reestruturacdo da interface para torna-la mais intuitiva e responsiva; a implementacdo de um
sistema de ranking dindmico e desafios personalizaveis; e a integracdo de um dashboard
analitico para monitoramento em tempo real do progresso discente. Método: A metodologia
adotada inclui a revisdo de trabalhos relacionados, como aqueles que tratam de Learning
Analytics Dashboards e gamificacdo educacional, para embasar as decisdes de design e
funcionalidade. A soluc3o proposta diferencia-se por combinar gamificacido e analise de dados
em uma Gnica plataforma, oferecendo tanto motivacdo ludica quanto suporte analitico para
docentes. Resultados: Como resultados parciais, espera-se que a nova versio da
DebugandoED apresente maior tempo de sessdo e retencdo de usuarios, com base em
indicadores similares aos reportados em estudos anteriores, que apontam aumentos de até
27% no engajamento quando ha feedback imediato e elementos gamificados. A avaliag3o sera
realizada por meio de testes de usabilidade e analise de métricas de interacdo, comparando-as
com os dados da versdo anterior. Conclusdo: Conclui-se que a moderniza¢3o da plataforma,
aliada a3 incorporacdo de mecanismos analiticos, tém potencial para transformar a
DebugandoED em uma ferramenta mais robusta e adaptavel, contribuindo para o ensino de
estruturas de dados de forma mais envolvente, além de permitir a utilizagdo dos dados, para
tomar decisdes e personalizacdes de futuras adequacdes da plataforma.

Trilha: Trabalho de Graduacg3o.
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Introdugcdo: O crescimento da conectividade digital e da transformacdo tecnolégica nas
altimas décadas trouxe consigo o aparecimento de diversas ameacas cibernéticas. A utilizag3o
em massa da internet e o avango de tecnologias, como a Inteligéncia Artificial (IA),
ampliaram ainda mais a variedade de ataque de sistemas corporativos, governamentais e
pessoais. Nesse cendrio, o Brasil estd entre os paises mais afetados por incidentes de
seguranca, com bilhdes de tentativas de ataques anuais. Esse contexto reforca a importancia
de estratégias proativas de defesa e da adocdo da Inteligéncia de Ameacas Cibernéticas
(“Cyber Threat Intelligence”, CTI) como um importante instrumento para detecgdo,
mitigacdo e resposta a incidentes. Objetivos: Este trabalho tem como principal objetivo
desenvolver uma plataforma integrada para monitoramento e analise de ameacas cibernéticas,
capaz de auxiliar profissionais da area de seguranca na tomada de decisdes proativas. Essa
solucdo busca unir coleta, processamento e visualizacio de dados em um ecossistema
unificado, garantindo praticidade e eficiéncia no uso da Inteligéncia de Ameacgas Cibernéticas.
Método: O desenvolvimento da plataforma estd sendo conduzido em duas frentes
complementares: uma APl RESTful e um Dashboard analitico. A API, que sera
implementada em Java com o framework Spring Boot, sera responsavel por fornecer dados
estruturados provenientes do sistema de deteccio e mineracdo de conteiido malicioso,
especialmente da Dark Web. Ja o Dashboard, que foi desenvolvido em Angular, consumira
essas informagdes e as apresentardo por meio de visualizagBes interativas e filtros dindmicos.
Essa arquitetura promove a integracdo entre coleta, processamento e interpretacdo
estratégica dos dados. Até o momento, foram levantados os principais requisitos do sistema,
desenvolvido o front-end preparado para consumir as APIs futuras e implementado o sistema
de autenticagdo, incluindo autenticacdo de dois fatores, reforcando a seguranca da
plataforma. Resultados: Como resultado inicial, obteve-se um ambiente funcional para
autenticacdo segura e uma interface intuitiva capaz de exibir informacdes analiticas assim
que a APl estiver completamente integrada. A plataforma apresenta potencial para
monitoramento de ameacas, configuracdo de alertas personalizados e identificacdo de padrées
e tendéncias em ameagas cibernéticas. Conclusdo: Esta plataforma deve contribuir
diretamente para o fortalecimento da seguranca cibernética em ambientes institucionais e
corporativos. Com a conclusdo da implementacdo da API, espera-se alcancar uma solugdo
completa de suporte a andlise de ameagas, fornecendo dados estratégicos que auxiliem
profissionais de seguranca na tomada de decisdes proativas e embasadas.

Trilha: Trabalho de Graduagdo.
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Introducdo: A crescente adocdo de solucdes de automacio conversacional tem impulsionado
o desenvolvimento de bots voltados a agilizar interacdes, padronizar atendimentos e integrar
servicos digitais. Inserido nesse contexto, surgiu a proposta de um chatbot para o Hospital de
Clinicas da UFU (HC-UFU), com o objetivo de modernizar a comunica¢do e reduzir
dependéncia de canais tradicionais (sites e atendimentos manuais), que frequentemente
tornam o fluxo de informagdes mais lento e menos confidvel. Objetivos: Os objetivos
principais do projeto giram em torno de ampliar a capacidade de atendimento aos usuérios,
automatizar tarefas repetitivas, oferecer suporte instantidneo, responder a uma ampla
variedades de perguntas e realizar acdes simples, como fornecer informagdes, links,
agendamentos, direcionamentos a sitios e portais, entre outros, possibilitar a disponibilidade
de atendimento automatizado 24 horas por dia, ampliar a experiéncia do usuéario, reduzir
custos operacionais e implementar novas tecnologias no HC-UFU. Método: Para a versdo
inicial do sistema, s3o considerados os seguintes requisitos funcionais e técnicos: 1-Definicdo
de areas de interesses como, hospital e capelania; 2-Definicio de fluxos separados para
ambos, com comandos e gatilhos para a validacdo de mensagens; 3-Estrutura légica
condicional para comunicacdo entre o usuario e o sistema; 4-Implementagdo utilizando a
biblioteca whatsapp-web-js feita em Node.js. 5-Scan de QRCode para que os usuarios possam
iniciar a conversa com o sistema sem dificuldades. Resultados: Até o momento, foram
estruturados os componentes centrais do bot, incluindo o nicleo de roteamento de
mensagens e orquestracdo de comandos para o recebimento e resposta a mensagens dos
usuarios, camadas utilitarias para formatacdo e validacdo onde necessario. Grande parte do
segmento da capelania pronto, o usuario pode desde solicitar uma visita de um capeldo com
o bot até pedir informacdes simples para suas duavidas, todos os dados necessarios est3o
sendo armazenados em banco de dados utilizando MySql. No segmento do hospital o bot ja é
capaz de responder perguntas como, qual o horario de visita? Como eu chego no hospital?
entre muitas outras e redirecionar os usuarios para os sites oficiais do HC-UFU. Conclusao:
As proximas etapas incluem finalizar ambos os fluxos seguindo a ldégica de resposta,
implementar uma central de controle para que os funcionarios e técnicos do HC-UFU possam
ter controle total do bot, podendo alterar mensagens, consultar dados etc. Em um futuro a
ideia é adicionar integracdo com inteligéncia artificial (1A), para que o bot se desprenda das
mensagens prontas e passe a ter mais funcionalidades podendo fazer mais procedimentos de
atendimento dentro do hospital.

Trilha: Trabalho de Graduagdo.

60



XIX WTDCC Xl FACOM TechWeek

Proposta de Intervencées Automatizadas via Chatbot na
Plataforma DebugandoED

Jodo Guilherme A. Viana, Thiago P. Ribeiro

Universidade Federal de Uberlandia (UFU)
{joao.vianal, tpribeiro}@ufu.br

Introdugcdo: Atualmente, o uso da tecnologia voltada para o aprendizado tem se
intensificado significativamente, com destaque para ferramentas especializadas em instrugdo
de contetdos especificos e, especialmente, aquelas que utilizam recursos de Inteligéncia
Artificial. Segundo estudos, estas ferramentas auxiliam consideravelmente o aprendizado de
contedos com maior interatividade e personalizacdo. No entanto, ainda existem obstaculos
de adaptacdo e compreensio por parte dos alunos, motivo pelo qual a IA pode atuar como
agente facilitador e apoio no processo de ensino-aprendizagem. Objetivos: O principal
objetivo dessa pesquisa é dispersar estes obstaculos, utilizando a Inteligéncia Artificial como
direcionador para que o aluno compreenda seus pontos fracos sobre determinado assunto
abordado que, neste caso, refere-se a plataforma DebugandoED, destinada a auxiliar no
ensino de Estrutura de Dados. Assim, o recurso abordado nesta plataforma terd como papel
identificar o que levou o aluno a responder incorretamente o que foi solicitado na questio,
bem como direciona-lo sobre como chegar ao resultado correto. Método: Esta ferramenta
aborda o conceito de implantagdo de Redes Neurais Artificiais (RNA) e Aprendizado de
Maquina (Machine Learning). Ao aluno responder uma sentenca na plataforma, sera feita
uma validacdo do resultado: caso tenha acertado, nada serd feito e prosseguird para as
proximas atividades; caso contrario, a rede entra em acdo para auxiliar o usuario a
compreender onde errou e o que pode ter levado a isso. Para que a RNA saiba como
direcionar o aluno diante de um erro, sdo necessarios dados importantes para que a rede
consiga ligar os pontos e entregar uma resposta mais precisa; assim, ela precisa de uma base
de dados com erros anteriores do usuario, a fim de correlacionar os pontos fracos e de baixa
ades3o que o aluno apresenta diante de um conteido X ou Y e verificar se isso interfere em
resultados gerais. Também é preciso um conjunto de dados vindo da sentenca apresentada,
indicando a resposta correta, a alternativa mais provavel de ser escolhida e possiveis fatores
de confusdo. A partir dessa analise, a RN, integrada a um chatbot na plataforma, podera
compreender explicitamente a razdo pela qual o aluno n3o estd conseguindo chegar ao
resultado esperado. Resultados: Espera-se que a RNA consiga interpretar e gerar respostas
condizentes e com acuracia favoravel a partir dos dados obtidos. Conclusdo: Espera-se que a
integracdo da Inteligéncia Artificial & plataforma DebugandoED contribua significativamente
para superar as dificuldades de aprendizado em Estrutura de Dados. Desse modo, prevé-se
que o sistema identifique falhas de compreensio, ofereca direcionamentos personalizados e
promova um aprendizado mais eficaz, auténomo e adaptado as necessidades de cada aluno.

Trilha: Trabalho de Graduagdo.
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Introdugdo: O Programa Nacional do Livro e do Material Didatico (PNLD) é uma politica
pablica executada pelo FNDE e pelo MEC, destinada a disponibilizar obras didaticas,
pedagégicas e literarias de forma sistematica e gratuita. O programa compreende um ciclo
com varias etapas, dentre as quais a avaliacdo pedagdgica se destaca por garantir que os
materiais estejam alinhados a legislacdo e as concepc¢des pedagdgicas do pais. Nessa etapa,
profissionais da educacdo de todo o Brasil, pertencentes a um banco de avaliadores, analisam
as obras com base em um material guia. Dentro disso, a selecdo dos avaliadores para a
criacdo de grupos é essencial para assegurar uma avaliagdo plural e coesa. No entanto, essa
etapa pode se tornar um gargalo devido ao grande nimero de avaliadores e a complexidade
dos critérios de formagdo. O banco de avaliadores do PNLD ja soma cerca de 14.500
docentes, embora esse nimero seja muito positivo, ele intensifica o desafio de compor
equipes qualificadas e heterogéneas, que representem de forma equilibrada a diversidade
regional, de género, raca e outras dimensdes sociais relevantes. Objetivos: Neste cenario, o
objetivo desta pesquisa é criar um método de formacdo de grupos mais equitativos e
heterogéneos, analisando tecnologias utilizadas em processos de formac3do de equipes.
Considera-se heterogéneo o grupo que apresenta uma distribuicdo equilibrada de diferentes
perfis, contemplando critérios como formagdo académica, diversidade demografica,
distribuicdo geografica, inclusdo e trajetéria educacional. O projeto justifica-se pela
necessidade de apoiar politicas publicas com ferramentas que ampliem a transparéncia e a
eficiéncia da selegcdo de avaliadores, contribuindo para um ambiente educacional mais justo e
representativo. Meétodo: A pesquisa segue uma abordagem exploratéria, buscando
compreender o processo de avaliacio do PNLD para formalizar restricdes e objetivos de
otimizagdo, além de investigar tecnologias adequadas ao desenvolvimento da solugcdo
computacional. A prova de conceito sera desenvolvida com um conjunto de dados sintéticos
que reproduz a estrutura dos dados reais dos avaliadores, permitindo simular cenarios
diversos de formacio de equipes. Resultados: A validacido da prova de conceito serad feita
por meio dos dados simulados. O desempenho do modelo serd comparado ao método atual
de selecdo, utilizando métricas e indices de diversidade. A hipétese é que o modelo proposto
formard equipes com diversidade significativamente superior e com maior eficiéncia que o
processo tradicional. A interface de visualizacdo permitird uma analise interativa dos
resultados, reforcando a sua viabilidade. Conclusdo: O trabalho propde uma solucdo
computacional para um desafio de gestdo em politicas publicas. A principal vantagem da
abordagem esta na sua capacidade de equilibrar critérios de forma flexivel e rapida.
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Reconhecimento de Emog¢des em Sinais Sonoros:
Uma Revisao de Modelos e Metodologias
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Introdugcdo: O campo de reconhecimento de emocdes no meio computacional oferece grande
destaque quando é avaliado o desenvolvimento de técnicas que se propdem a otimizar a
comunicagdo e interacdo entre pessoas e sistemas. O reconhecimento de emocdes por meio
de sinais de audio (do inglés, Speech Emotion Recognition (SER)) apresenta um tema
relevante, motivando o desenvolvimento de estudos voltados & criacdo de modelos em busca
da garantia de melhor desempenho em tarefas de reconhecimento. Entre as abordagens em
SER, predominam modelos que categorizam emog¢des em um conjunto finito de rétulos,
favorecendo a leitura e a interpretacido dos resultados e sua aplicacio em cenarios como
sistemas de feedback, centrais de atendimento, seguranca e panico, pericia e outros. Diante
das diversas aplicacbes e técnicas possiveis, surge a necessidade de realizar um estudo que se
desdobre sobre a analise do estado da arte das producdes sobre o tema, a fim de
compreender quais sdo as principais caracteristicas de procedimentos de reconhecimento de
emo¢des em audio voltados a classificagdo, e as principais contribuicdes do tema para os
contextos onde se aplica. Objetivos: O presente trabalho busca estabelecer uma
compreensdo sobre o estado da arte de produ¢des em SER, bem como fornecer uma analise
sobre as principais técnicas utilizadas através da implementacdo de modelos descritos na
literatura e a avaliacio de sua acuracia no que diz respeito a tarefas de classificacdo,
apresentando uma visdo geral dos principais desafios e limitagdes das técnicas documentadas.
Método: Realizou-se uma revisdo sistematica da literatura que embasou a implementacio de
técnicas e modelos. A linguagem Python foi utilizada para a construcdo dos modelos e o
software openSMILE para extracdo de caracteristicas de audio. Resultados: A revisdo
sistematica selecionou 10 estudos que permitiram experimentos com métodos de classificacdo
tradicionais em aprendizado de maquina sobre o conjunto de dados RAVDESS, produzindo
métricas préximas as relatadas no estado da arte. Conclusdo: Foram identificadas as etapas
centrais de um fluxo de SER e as principais dificuldades para aprimorar o desempenho. Os
pontos criticos concentram-se na selecdo de caracteristicas relevantes do sinal e na
representacdo do audio para analise computacional. As técnicas atuais enfrentam entraves
sobretudo na definicdo de descritores capazes de capturar informacdes suficientes para
distinguir padrdes emocionais complexos na fala.
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Redesign Centrado no Usuario: Uma Intervencao no
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Introdugdo: O presente trabalho foi concebido com o objetivo de aplicar os principios da
Interagdo Humano-Computador (IHC) na anélise critica e no redesign de uma interface real.
O estudo de caso concentrou-se no site das bibliotecas da Universidade Federal de Uberlandia
(UFU), uma plataforma de alta relevancia para a comunidade académica, porém identificada
com significativas falhas de usabilidade e acessibilidade. Desta forma, o projeto buscou
compreender as limitacdes existentes, propor solucBes centradas no usuario e, por meio de
métodos de avaliacdo consolidados, verificar a contribuicio das mudancas implementadas
para uma experiéncia mais intuitiva e eficiente. Objetivos: O objetivo central foi aprimorar a
usabilidade e a acessibilidade do site, buscando uma experiéncia de usuario mais funcional e
satisfatéria. Especificamente, o projeto focou em: identificar problemas criticos de design e
navegacdo; propor melhorias baseadas nas boas praticas de IHC; desenvolver protétipos de
alta fidelidade; e avaliar a eficacia das solucées por meio das Heuristicas de Nielsen. Método:
A metodologia adotada foi estruturada em um ciclo de quatro etapas interligadas: analise,
sintese, intervencdo e avaliacdo. Inicialmente, a fase de analise combinou a aplicagcdo de
questionarios para mapear a percepgdo dos usuarios com uma investigagcdo de natureza quali-
quantitativa aprofundada. Para a sintese, foram empregadas técnicas consolidadas, como a
Analise Hierarquica de Tarefas (HTA), o Mapa de Jornada do Usuario e o Card Sorting,
permitindo uma compreensio detalhada dos fluxos de interacdo, dos pontos de atrito e do
modelo mental dos usuarios. Na etapa de intervencdo, as telas originais foram integralmente
reformuladas, priorizando a clareza, a consisténcia visual e os requisitos de acessibilidade. Por
fim, a avaliacdo foi conduzida mediante a aplicacdo das dez Heuristicas de Usabilidade de
Nielsen aos protétipos desenvolvidos, validando teoricamente a eficacia das melhorias
propostas. Resultados: A anélise inicial revelou problemas como navegacio complexa,
excesso de informacdes e baixa integracdo funcional. Em resposta, foram desenvolvidas novas
versdes para telas-chave (Home, Login, Busca, Servigos, etc.), concentrando-se na
simplificacdo dos menus laterais, adocdo de linguagem clara, design minimalista e coeréncia
visual. Além disso, a inclusdo de uma pagina dedicada a acessibilidade e de uma central de
ajuda interativa foi fundamental para promover maior autonomia e inclusdo ao usuério.
Conclusdo: O projeto validou o impacto positivo do redesign na interface das bibliotecas da
UFU, tornando-a significativamente mais acessivel, intuitiva e aderente as boas praticas da
Interagdo Humano-Computador (IHC), assim como das Heuristicas de Nielsen. A aplicagcdo
rigorosa das técnicas de analise e prototipagem foi crucial para alinhar o sistema as
necessidades reais dos usuarios, resultando em uma experiéncia de navegag¢do notavelmente
mais fluida e eficiente.
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Introducdo: A anélise de imagens histolégicas é fundamental para o diagnéstico de diversas
doencas. Em muitos contextos, os conjuntos de dados sdo limitados ou apresentam
distribuicdo desigual entre classes, o que prejudica o desempenho de modelos de redes neurais
convolucionais (CNNs), ferramentas que podem auxiliar patologistas em seus diagnésticos. O
estudo de estratégia de aumento de dados surge como uma alternativa para ampliar a
variabilidade das imagens e tornar os modelos mais robustos. No entanto, o impacto dessas
técnicas depende da arquitetura CNN utilizada e da capacidade de preservacdo das
caracteristicas morfolégicas relevantes das amostras. Objetivos: Este trabalho investiga
como diferentes estratégias de aumento de dados influenciam o desempenho dos modelos
VGG13, VGG19 e SqueezeNet na classificacdo de lesdes histoldgicas. As arquiteturas VGG13
e VGG19 foram selecionadas por apresentarem multiplas camadas convolucionais com filtros
de tamanho reduzido, o que favorece a extracdo hierarquica de caracteristicas como texturas,
bordas e estruturas celulares. J4 o modelo SqueezeNet foi escolhido por sua arquitetura
compacta, capaz de reduzir significativamente o nimero de pardmetros sem comprometer o
desempenho. Método: As CNNs foram treinadas utilizando quatro estratégias: treinamento
do zero (fFrom Scratch), Fine-Tuning do classificador (PT-FC), Fine-Tuning com
descongelamento parcial (PT+LB-FC) e Fine-Tuning completo (PT-ALL). Foram testadas
diversas combinacdes de transformacdes, incluindo recortes aleatérios, inversdes, ajustes de
cor, borramento e rotacdes. Para comparacdo detalhada, analisou-se o efeito do aumento de
dados nas CNNs e a preservacdo das estruturas celulares e das arquiteturas teciduais. Os
experimentos foram conduzidos em dois cenarios: um dataset de displasia oral balanceado
entre classes saudavel e severa, e um dataset pulmonar com trés classes desbalanceadas.
Resultados: No dataset de displasia oral, a melhor configuracdo incluiu RandomResizedCrop,
inversdo horizontal e RandomErasing, o que aumentou a variabilidade sem alterar padrdes
diagnésticos, resultando em maior acurdcia e menor overfitting. Transformacdes mais
intensas, como rotagdes e ajustes de cor (Colorlitter), reduziram o desempenho ao modificar
a orientacio e a coloracdo dos tecidos, interferindo na deteccdo de caracteristicas
morfolégicas importantes. No dataset pulmonar, o uso moderado de Colorlitter e a aplicagdo
ocasional de desfoque melhoraram a generalizacdo em um cenario desbalanceado, enquanto
as rotagdes novamente deterioraram o desempenho. Conclusdo: Os resultados demonstraram
que as técnicas de aumento de dados melhoram o desempenho dos modelos quando
preservam a organizacio histolégica essencial. Transformacdes moderadas e compativeis com
a variabilidade real do tecido geram modelos mais robustos, enquanto alteracdes que
distorcem as estruturas celulares tendem a prejudicar a classificac3o.
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Introducdo: A modelagem tridimensional sempre foi uma das areas de interesse na
computacdo. Inicialmente aplicada na engenharia e, posteriormente, expandida para o
entretenimento. Na area de modelagem, os modelos 3D s3o formados por arestas, vértices e
faces, que juntos formam a malha do objeto. Existem diferentes tipos de modelos, alguns
usados para a renderizacdo de alta qualidade e outros para animac¢des. Os modelos utilizados
para renderizacio priorizam o aspecto visual e o volume aparente. E como se fossem
esculturas de argila, nas quais se adiciona material para dar o volume desejado e,
posteriormente, se retira o excesso e se adicionam os detalhes. Nesse caso, a organizagdo da
malha ndo é muito relevante. Por outro lado, os modelos destinados a animac¢do exigem uma
construcdo mais cuidadosa, além de apresentarem as mesmas qualidades dos modelos
exclusivos para renderizagdo também devem ser movidos sem apresentar deformacées
indesejadas, necessitando de uma topologia bem estruturada. O objetivo do trabalho é criar
um plugins para o Blender que tome como entrada uma malha para renderizagido e alguns
pontos de controle selecionados pelo usuario e entdo produza como saida um modelo apto a
ser animado. Objetivos: o trabalho tem como foco desenvolver uma ferramenta para o
Blender que permita reconstruir a topologia de modelos 3D de cabeca de forma
semiautomatica. O plugin recebera de entrada uma malha inadequada para animagdo, além
de pontos de controles definidos pelo usuario, e retornard uma malha adequada para realizar
deformagdes no processo de animacdo. Método: O desenvolvimento sera realizado utilizando
API do Blender em Python. Inicialmente o usuario selecionard pontos criticos para que seja
possivel criar um esqueleto topolégico o qual servira para identificar largura, direcdes e
conectividades. A clusterizacdo hierarquica serd a proxima etapa, na qual a malha sera
subdividida visando principios da percepcdo humana. E por fim serd reconstruida utilizando
algoritmos como de reconstru¢do de malha por método de Poisson. Por fim serdo utilizados
modelos de diferentes densidades para validar a ferramenta. Resultados: Testes preliminares
demonstraram que a plataforma do Blender oferece suporte adequado as operacdes
necessarias, como estruturas de dados e métodos para manipulacio de malha. E esperado
que o plugin produza malhas reorganizadas de forma consistente, evitando problemas como
descontinuidade de superficie e dobras incorretas. O protocolo de validagio contemplara
métricas como quantidade de vértices, qualidade das deformacdes pés processo de animacio
e fidelidade ao modelo original. Conclusdo:

Trilha: Trabalho de Graduacg3o.

66



XIX WTDCC Xl FACOM TechWeek

Sistema de Comparacao de Precos para E-Commerce com
Machine Learning

Guilherme Machado, Fernanda Santos

Universidade Federal de Uberlandia (UFU)
{guiguicastilho34, fmcsantos}@ufu.br

Introducdo: O comércio eletrénico brasileiro experimentou um crescimento exponencial,
impulsionado pela pandemia da COVID-19, ampliando o nimero de lojas virtuais e a
diversidade de produtos. Esse cenario trouxe como desafio a grande variacdo de precos para
um mesmo item em plataformas como Amazon, Mercado Livre e Shopee, agravada pela
heterogeneidade semantica e a falta de padronizacdo nos nomes dos produtos. Para enfrentar
esse problema, este trabalho propde um sistema de comparacdo de precos utilizando Web
Scraping, Processamento de Linguagem Natural (PLN) e Aprendizado de Maquina (ML)
para coletar, padronizar e comparar itens de diferentes e-commerces. Objetivos: O objetivo
principal é desenvolver um sistema computacional para comparacdo de precos em tempo real,
focado no e-commerce brasileiro. Os objetivos especificos sdo: 1) Implementar rotinas de
Web Crawling e Scraping para 11 grandes e-commerces, visando a extragcdo de atributos-
chave (nome, prego, URL); 2) Aplicar técnicas de PLN para a normalizagdo textual dos
dados coletados, resolvendo o problema da n&o-padronizagdo; 3) Validar a eficacia de
modelos de ML (KNN, Random Forest) na tarefa de correspondéncia de produtos (entity
matching), garantindo que itens semanticamente equivalentes sejam agrupados; 4) Criar uma
interface web intuitiva (Django) para apresentagdo dos resultados. Método: A metodologia
segue um fluxo de prototipagem experimental. A coleta de dados é feita com a biblioteca
BeautifulSoup. Em seguida, bibliotecas como NLTK e spaCy realizam a normalizag¢do textual
(tokenizag¢do, lematizagdo, remogdo de stopwords). Posteriormente, modelos de ML s3o
treinados com Scikit-learn para identificar similaridades entre os produtos e permitir
comparagdes precisas. Os resultados processados sio armazenados em banco de dados e
exibidos ao usuadrio por meio da interface Django. Resultados: O sistema esta em
desenvolvimento, com médulos essenciais concluidos e validados. Os componentes de Web
Scraping est3do operacionais e funcionais para os 11 e-commerces. A arquitetura de back-end
(Django) e os modelos de banco de dados estdo implementados. A interface de busca e
exibicdo de resultados ja permite ao usuario consultar produtos e visualizar os dados brutos
coletados. A etapa atual concentra-se no treinamento e ajuste dos modelos Random Forest e
KNN para a classificacdo dos itens. Conclusdo: O trabalho demonstra a viabilidade de um
sistema inteligente capaz de comparar precos de forma eficiente e adaptado ao contexto
brasileiro. A principal contribuicdo é a criagio de uma ferramenta que resolve o problema
central da correspondéncia de produtos através de IA. Ao ser concluido, o sistema oferecera
economia de tempo, aumento da precisdo nas comparagcdes e maior transparéncia ao
consumidor.
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Introducdo: A programacdo competitiva € um esporte mental que consiste em resolver
problemas légicos e matematicos, avaliando-se por nimero de problemas resolvidos, tempo e
eficiéncia. A falta de orientagdo personalizada e a indisponibilidade de treinadores geram alta
desisténcia entre estudantes. Para contornar isso, foi implementado um sistema de
recomendacdo de exercicios, planos de estudo e avaliagdo de estatisticas do usuario. Observa-
se escassez de pesquisas que integrem inteligéncia artificial e recomendacio educacional
especificamente nesse contexto, limitando solu¢des personalizadas e escalaveis. Objetivos:
Aumentar a motivagdo e aumentar a eficiéncia do aprendizado em programagido competitiva
por meio de um sistema de recomendacdo inteligente, capaz de adaptar-se continuamente ao
progresso e ao perfil do estudante. Busca-se desenvolver um ambiente personalizado que
identifique lacunas de conhecimento, proponha exercicios adequados ao seu nivel e auxilie na
estruturacdo de trilhas de estudos evolutivas. Além disso, tem como objetivo avaliar o
impacto de técnicas de IA e modelos de linguagem (LLMs) na geragdo de recomendagdes
mais precisas e motivadoras, alinhadas ao desempenho e aos objetivos individuais dos
usuarios. Método: Adotou-se abordagem baseada em contetido. O sistema analisa categorias
e dificuldade dos problemas e as compara com o perfil do usuario, combinando dados
dindmicos (histérico de submissdes do Codeforces) e dados estaticos declarados (periodo da
faculdade, estilo de aprendizado e tépicos de interesse). A LLM realiza 1) andlise semantica
das descricdes para inferir categorias faltantes e 2) geracdo de roteiros de estudo adaptados
ao perfil. As ferramentas utilizadas foram Spring Boot no backend, React.js no frontend e
PostgreSQL, integrando a APl do Codeforces. Resultados: O protétipo foi validado com
“handles” (apelidos) do Codeforces iniciantes, intermediarios e avangados. As recomendagdes
refletiram coeréncia com as categorias inferidas, identificando tépicos recorrentes e sugerindo
exercicios progressivos. Em comparacio com abordagens anteriores baseadas em filtragem
colaborativa ou analise sequencial, a estratégia aqui combina contetdo e anéalise semantica,
com foco no perfil do aluno e planos pedagégicos adaptativos, ampliando relevancia e
diversidade das recomendacdes. Conclusdao: O estudo confirma a viabilidade de um sistema
de recomendacgdo baseado em conteiido e IA para programagdo competitiva. Destaca-se a
personalizacdo dupla: adaptacdo ao desempenho real e aos objetivos declarados. O sistema
atua como "tutor virtual", mitigando desmotivagio e promovendo autonomia. Limita¢Ges
incluem dependéncia de APIs externas e risco de "bolha de filtro". Futuramente, pretende-se
evoluir para abordagem hibrida com filtragem colaborativa para ampliar descoberta de novos
topicos e diversidade de aprendizado.
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Introducdo: O monitoramento ambiental e a resposta rapida a desastres naturais ou
acidentes industriais sdo desafios logisticos e financeiros. Veiculos Aéreos Nio Tripulados
(VANTSs) destacam-se como ferramentas eficazes na coleta de dados em tempo real,
reduzindo riscos e custos operacionais. No monitoramento ambiental, permitem identificar
focos de calor, mapear vegetacdo e medir areas afetadas com alto detalhamento. Essas
informagdes subsidiam ag¢des de combate a incéndios, avaliagio de impactos e planejamento
de recuperacdo. Entretanto, o alto custo de sistemas comerciais limita o acesso a essa
tecnologia, especialmente em projetos com recursos reduzidos. O desenvolvimento de VANTSs
acessiveis democratiza o uso dessa ferramenta, ampliando sua aplicacdo em pesquisas, gestdo
publica e iniciativas comunitarias, além de promover inovacdo aberta e sustentabilidade.
Objetivos: Desenvolver e dominar todo o ciclo de manufatura de VANTSs de baixo custo,
desde o projeto até a validacdo em campo. O trabalho propde uma arquitetura de hardware e
software modular, de facil replicacio e manutencdo. Também busca implementar uma
interface de controle e telemetria compativel com futuras expanses, como GPS e
comunicacdo sem fio de longo alcance, validando a solucdo como ferramenta robusta e
acessivel para monitoramento ambiental e resposta a ocorréncias criticas. Método: O
método abrange o projeto e a producdo do VANT, priorizando materiais acessiveis e
sustentaveis, como pegas impressas em 3D (PLA/PETG), isopor reutilizado e componentes
eletrénicos de prateleira (COTS). O sistema de controle utiliza plataformas Arduino e ESP32
com comunicacdo RF 2.4 GHz, garantindo confiabilidade e compatibilidade. As etapas
incluem: (a) construgdo e testes estruturais; (b) desenvolvimento da controladora de voo
open source; (c) integracdo de sensores e cameras; e (d) validagdo em cenarios simulados de
monitoramento. O software foi desenvolvido de forma modular, permitindo ajustes de
estabilidade, calibracdo de atuadores e adaptacdo a diferentes configuracdes aerodindmicas.
Resultados: Foram construidos multiplos protétipos funcionais com os materiais descritos.
Testes de campo validaram a estabilidade e robustez do enlace de comunicacdo entre
transmissor e receptor, demonstrando controle confidvel em linha de visada. Também foram
coletados dados de telemetria (tensdo, corrente e sinal RF), utilizados para otimizar o
desempenho elétrico e ampliar a autonomia de voo. Conclusao: Os resultados comprovam a
viabilidade técnica e econémica da arquitetura proposta. As proximas etapas incluem a
integracdo de sensores e cidmeras para captura de dados ambientais e o desenvolvimento do
voo autdénomo. O sistema resultante visa constituir uma plataforma aberta e replicavel, capaz
de apoiar projetos de monitoramento, pesquisa e gestdo de riscos em diferentes contextos.
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Um Estudo Comparativo entre Sistemas de Gerenciamento de
Bancos de Dados de Vetores com Foco em Dados Textuais
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Introducdo: O avanco acelerado da inteligéncia artificial e, em especial, dos modelos de
linguagem de grande escala (LLMs), tem impulsionado a necessidade de solugdes eficientes
para o armazenamento e recupera¢do de informag¢des complexas. Nesse contexto, os bancos
de dados de vetores surgem como uma tecnologia essencial, permitindo o armazenamento,
indexacdo e busca de representaces vetoriais comumente conhecidas como embeddings,
amplamente utilizadas em aplicacdes de IA e em sistemas de Retrieval-Augmented
Generation (RAG). Apesar da crescente adogdo desses sistemas, ainda ha lacunas na
literatura quanto a andlise comparativa de desempenho, escalabilidade e eficiéncia entre as
diferentes ferramentas disponiveis. Objetivos: Este trabalho tem como objetivo principal
realizar um estudo comparativo entre Sistemas Gerenciadores de Bancos de Dados de
Vetores (SGBDVs), avaliando aspectos qualitativos e quantitativos, com enfoque na medicao
de eficiéncia na recuperacdo de informacdes vetoriais e no tempo de retorno dos resultados,
respectivamente. Motivado pela variedade de ferramentas disponiveis (como pgvector,
Cassandra, MongoDB, Chroma DB, Qdrant, Weaviate, entre outros.) e pela auséncia de
analises sistematicas sobre suas vantagens e limitagdes, o estudo busca compreender o
comportamento dessas ferramentas em cenarios que exigem alto desempenho em consultas
vetoriais, os objetivos especificos incluem: (i) selecionar os SGBDVs a serem comparados; (ii)
construir uma base vetorial a partir de textos; (iii) propor métricas que assegurem uma
analise justa e representativa; e (iv) implementar experimentos e avaliar os resultados
obtidos. Método: A metodologia adotada compreende as seguintes etapas: estudo tedrico
sobre o funcionamento e as arquiteturas de bancos de dados de vetores; selecio das
ferramentas a serem comparadas; definicio e preparacdo dos dados textuais que gerardo os
vetores; escolha das métricas de avaliacdo; implementacdo de casos de teste; e, por fim,
coleta e andlise dos resultados experimentais. Resultados: Embora os resultados ainda
estejam em fase de coleta, ja foi possivel observar diferencas significativas nos tempos de
consulta entre os diferentes SGBDVs avaliados. Tais variagdes sugerem que cada ferramenta
apresenta particularidades estruturais que impactam diretamente sua eficiéncia e
aplicabilidade em determinados contextos. Conclusdo: Espera-se, ao final da pesquisa,
fornecer uma andlise comparativa abrangente que contribua para a escolha informada de
tecnologias em projetos que envolvam grandes volumes de dados vetoriais. Além disso, os
resultados poderdo servir de base para futuras otimizacbes e aprimoramentos na integracio
entre bancos de dados e sistemas de IA, evidenciando a releviancia deste estudo para o
avanco da area.
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Introdugdo: Um Sistema Tutor Inteligente (STI) é um sistema que incorpora Inteligéncia
Artificial para tutorar o estudante no processo de ensino e aprendizagem. Esse tipo de
sistema permite maior grau de individualizacdo, pois adapta suas instruces de acordo com as
metas e o nivel de entendimento do aluno, além de resolver problemas e explicar como os
fez. Os STIs podem ser aplicados para desenvolver as habilidades de pensamento
computacional, que é capacidade de raciocinar de maneira légica e sistematica para resolver
problemas e desafios nas diversas areas do conhecimento, e que se baseia em quatro pilares
principais: decomposi¢do, abstracdo, reconhecimento de padrio e algoritmo. Objetivos: Este
trabalho propde o desenvolvimento de um Sistema Tutor Inteligente voltado ao treinamento
de habilidades de pensamento computacional. O sistema serd capaz de gerar atividades
personalizadas com base nos quatro pilares do pensamento computacional, oferecendo
instrucdes e feedbacks personalizados, por meio de uma I|A generativa e incorporara
elementos gamificados para prover maior engajamento. Ademais, busca-se aprimorar o
suporte a aprendizagem e elevar o interesse dos estudantes em disciplinas com altos indices
de retencdo e dificuldade. Método: O método proposto inicia-se focado nas dificuldades dos
alunos no aprendizado de computac3o, a fim de determinar os problemas e assim tracar os
objetivos do estudo. Para embasar a solucdo, realiza-se uma revisdo sistematica da literatura
sobre STls, gamificagdo e abordagens pedagégicas. Com base na revisdo, bem como
entrevistas e questionarios aplicados a professores e alunos, sdo levantados os requisitos
funcionais e n3o funcionais do sistema. Apds coleta e analise dos dados, inicia-se a
modelagem da arquitetura e desenvolvimento do STI utilizando uma abordagem incremental
e iterativa. Por fim, serd feito o processo de validacdo técnica e pedagégica, sendo esta
realizada por meio de estudos com usuarios, para aferir o engajamento e eficacia do sistema
proposto. Resultados: E esperado que esse trabalho contribua para o desenvolvimento das
habilidades de pensamento computacional, promovendo um aprendizado mais ativo e
personalizado. Além disso, o sistema proposto também devera favorecer a personalizacdo do
ensino e a melhoria no desempenho académico dos estudantes. Contudo, necessita-se de uma
rigorosa validagdo técnica e pedagégica para que se tenha qualidade nos contetidos gerados
por IA. Conclusao: O trabalho, embora ainda em desenvolvimento, apresenta a proposta de
um Sistema Tutor Inteligente (STI) voltado ao desenvolvimento de habilidade de pensamento
computacional. A solugdo utiliza IA generativa e elementos de gamificagdo para oferecer um
ambiente personalizado e iterativo. Por meio da revisio da literatura e levantamento de
dados, busca-se fundamentar o desenvolvimento do sistema, que visa aprimorar o suporte a
aprendizagem e estimular o raciocinio l6gico dos estudantes.

Trilha: Trabalho de Graduagdo.
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Uma Abordagem Baseada em Transformer para Classificacdo de
Espectros FTIR no Diagnéstico de Cancer Oral
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Introducgdo: A espectroscopia no infravermelho por transformada de Fourier se destaca como
uma técnica promissora para o diagnéstico n3o invasivo de doencas, incluindo o cancer oral,
cuja alta taxa de mortalidade estd associada ao diagnéstico tardio. A analise de espectros
biolégicos, como os obtidos da saliva, permite identificar alteragdes associadas a
carcinogénese. Contudo, desafios como variabilidade espectral, ruido e pequeno tamanho
amostral limitam o desempenho de métodos tradicionais de aprendizado de maquina. Nesse
contexto, as arquiteturas Transformer surgem como alternativas promissoras, por sua
capacidade de capturar padres complexos nos dados espectrais. Objetivos: Propor e avaliar
uma nova arquitetura baseada em Transformer para classificar espectros FTIR de saliva no
diagnéstico de cancer oral. Especificamente, o estudo busca: (i) adaptar a arquitetura
Transformer ao dominio espectral, (ii) comparar seu desempenho com métodos consolidados
e estado da arte como SVM, TabPFN2, CatBoost e XGBoost; e (iii) analisar a
interpretabilidade do modelo por meio de mapas de atengdo. Método: O conjunto de dados
é composto por 65 espectros FTIR de amostras salivares obtidas de pacientes com céncer
oral (39) e individuos saudaveis (26). O pipeline inclui corre¢do da linha de base (Polynomial,
Rubberband e ASLS), normalizagdo pela banda Amida | e selegdo da regido espectral entre
3050-850 cm™. A validacdo foi realizada com k-fold estratificado (k=10), e as métricas de
avaliacdo: acuracia, precisdo, sensibilidade, especificidade e Fl-score. Resultados: Os
experimentos foram realizados com os modelos XGBoost, SVM, TabPFN2 e CatBoost,
aplicados a diferentes estratégias de correcdo de linha de base e normalizacdo. Entre os
métodos avaliados, destacou-se a corregdo por AsLs e a normalizacdo pela Amidal. O
XGBoost obteve acuracia de 0,70 &+ 0,18 e F1 de 0,76 & 0,14, enquanto o SVM alcancou
0,65 + 0,14 e 0,75 + 0,10, respectivamente. O modelo TabPFN2 apresentou resultados
consistentes, com acuracia de 0,61 £ 0,09 e 0,73 £ 0,08. O CatBoost obteve 0,72 £+ 0,17 e
0,77 + 0,14, respectivamente; a analise de importancia de atributos indicou que as regides
lipidica e de fingerprint foram mais discriminativas. Embora o modelo Transformer ainda
esteja em desenvolvimento, os resultados confirmam a adequacdo das etapas de pré-
processamento e validacdo adotadas, estabelecendo uma base para a comparacdo entre as
abordagens e o avanco da arquitetura proposta. Conclusao: O estudo estabelece uma base
metodoldgica sélida para a implementacdo e avaliagio de arquiteturas Transformer no
diagnéstico ndo invasivo de cancer oral. A combinacdo de pré-processamento adequado e
aprendizado de atencdo espectral pode contribuir para resultados generalizaveis, contribuindo
com um grande desafio de estudos na area: a falta de consenso entre metodologias. Como
perspectivas futuras, propde-se ampliar o conjunto de dados e explorar a aplicabilidade do
modelo em outros dados biomédicos.
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Introducdo: A elaboracdo de perfis geolégicos é uma tarefa central em geociéncias e
engenharias, indispensavel para o planejamento de infraestrutura e prospeccdo mineral.
Historicamente, este é um processo predominantemente manual, complexo e demorado.
Profissionais precisam integrar manualmente dados de mapas topograficos e geolégicos, um
fluxo de trabalho que consome horas e é suscetivel a erros de transcricdo e interpolagdo.
Softwares SIG, embora poderosos, apresentam uma curva de aprendizado acentuada e um
fluxo de trabalho fragmentado. Ferramentas como o Google Earth Pro extraem perfis de
elevagcdo, mas falham em integrar diretamente as camadas geol6gicas, forcando o pos-
processamento manual. Objetivos: O objetivo principal deste trabalho foi preencher essa
lacuna de eficiéncia, projetando uma solucdo de software para automatizar a geracdo de
perfis geoldgicos. O resultado é o Earthcake, uma aplicacio desktop de cédigo aberto,
multiplataforma e multilingue, concebida para ser intuitiva e reduzir a carga cognitiva. O
sistema visa permitir que o usuario, a partir de arquivos KML de linha (trajeto) e poligonos
(formagdes geoldgicas), obtenha automaticamente um perfil altimétrico coeso e colorido
(PNG) e os dados brutos (JSON). Método: O Earthcake foi desenvolvido em Python,
seguindo uma metodologia de prototipagem. A arquitetura utiliza PyQt5 para a interface
grafica (GUI), Matplotlib para a visualizagdo dos graficos e Shapely para as operagdes
geométricas de ponto-em-poligono. O pipeline de processamento inicia lendo os KMLs. O
trajeto da linha é densificado por interpolagdo linear (usando Geopy) em intervalos de 50
metros. Em seguida, a elevacdo de cada ponto é obtida via requisices HTTP a API pablica
Open-Elevation. A etapa de classificagio usa Shapely para determinar qual poligono
geolégico contém cada ponto. Por fim, para produzir um perfil realista, um filtro de média
moével (com NumPy) é aplicado aos dados de elevagdo, gerando uma curva suavizada.
Resultados: A validacio da ferramenta confirmou que a metodologia de interpolacdo
controlada e suavizacdo produz o perfil de mais alta fidelidade visual no menor tempo de
execu¢do. Estudos de caso em Mogi das Cruzes (SP) e Serra Negra (Patrocinio-MG)
demonstraram a eficacia e escalabilidade da ferramenta. O perfil de 17 km da estrutura
vulcanica de Serra Negra foi gerado em 297 segundos, correlacionando com sucesso a
morfologia do relevo com as unidades litolégicas. A analise quantitativa por sobreposicio
demonstrou alta aderéncia dos dados da Earthcake com os pontos de controle do Google
Earth Pro. Conclusao: O Earthcake cumpre seu objetivo principal, estabelecendo-se como
uma solucdo de software livre eficaz e direcionada. Ela agiliza e democratiza a geracdo de
perfis geoldgicos, transformando um processo manual de horas em uma tarefa automatizada
de minutos. O projeto aumenta a produtividade de geocientistas e garante maior
padronizacdo e reprodutibilidade nas analises.
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Introdugdo: Os Algoritmos Evolutivos (AEs) sdo técnicas computacionais inspiradas na
Teoria da Evolucdo de Darwin, amplamente utilizadas em problemas complexos. Seu
principio fundamental consiste em evoluir uma populacdo de solucdes candidatas por meio de
um processo iterativo, em que sido selecionados os individuos pais a fim de gerar filhos por
meio de operadores genéticos, como recombinacdo e mutacdo. Uma das classes mais notaveis
de AEs sdo os Algoritmos Genéticos (AGs), que podem ser utilizados para a otimizagdo de
diversos problemas combinatérios. Eles se destacam pelo uso obrigatério do operador de
recombinagdo (crossover) para gerar novas solugdes. O quebra-cabega légico Sudoku é um
forte exemplo de problema combinatério. Embora as regras (sem repeticdo de nameros em
linhas, colunas e submatrizes 3x3) do Sudoku classico 9x9 sejam simples, ele é classificado
como um problema NP-completo, o que torna o AG uma abordagem promissora para a sua
resolucdo. Objetivos: Desenvolver e otimizar um AG para a resolugdo do jogo Sudoku
classico, investigando como diferentes configuracdes de pardmetros e a escolha de operadores
genéticos impactam seu desempenho. Método: Foi implementado um AG em Python, onde
cada individuo é uma matriz 9x9. A fun¢do de fitness foi definida como a contagem total de
conflitos (nimeros repetidos em linhas, colunas ou submatrizes), objetivando minimizar esse
valor a zero. A geracdo inicial foi implementada puramente aleatéria, sorteando os nimeros
para as células vazias. A metodologia envolveu experimentacdo controlada para calibrar
pardmetros e selecionar os melhores operadores, comparando diferentes abordagens para
selecdo (torneio, roleta), recombina¢do (uniforme, ponto Gnico) e mutagdo (uniforme, por
troca, por gene), além da aplicagdo de elitismo. Resultados: A calibragdo experimental
definiu a configuracdo de melhor eficacia: populagdo de 600 individuos, taxa de mutagdo de
1%, taxa de elitismo de 5% e selecdo por torneio com tamanho 3. A analise dos operadores
foi crucial, e a combinacdo de Recombinagdo Uniforme e Mutag¢do por Gene apresentou o
melhor desempenho. Em uma comparacdo com o trabalho de referéncia para o mesmo
problema — cujos métodos incluiam mutagdo por troca, recombinag¢do de ponto (nico,
selecdo por roleta e geracdo inicial aleatéria sem repeticdo nas submatrizes — o modelo
proposto, com sua configuragdo otimizada, mostrou resultados superiores em relagio ao
fitness. Ele alcancou taxas de sucesso de até 30% em instancias faceis, enquanto a réplica do
trabalho de referéncia ndo obteve nenhuma solug¢do nas mesmas condi¢des. Conclusdo: O
estudo determinou uma configuragdo otimizada para o AG, provando que o ajuste
metodoldgico de pardmetros e a escolha de operadores sdo os fatores mais determinantes
para o desempenho. A configuragdo final validou a eficacia do AG para instincias de nivel
facil, superando a abordagem de referéncia.
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74



XIX WTDCC Xl FACOM TechWeek

Uma solucao baseada em Modelos de Linguagem e Geracao
Aumentada de Recuperacao para auxilio ao discente da disciplina
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Introducdo: O trabalho que estid a ser desenvolvido é uma solu¢do que se baseia em uma
assistente virtual, uma ferramenta que dard um auxilio extra aos discentes e também aos
docentes no ensino da disciplina de Sistemas Operacionais (SO) do curso de Bacharelado em
Sistemas de Informagdo. Foi feita uma pesquisa entre as matérias do curso de Sistemas de
Informacdo para verificar qual seria melhor aplicada a esta pesquisa, e o resultado foi a
disciplina de Sistemas Operacionais, pela quantidade de conceitos teéricos computacionais
que necessitam de um entendimento mais aprofundado sobre o funcionamento dos sistemas
computacionais. Também foi feita uma pesquisa sobre ferramentas similares a esta, mas o
resultado foi que nenhuma é especifica para a disciplina, e a maioria apenas faz extracdo de
texto, o que gera respostas com certo tipo de limitacdo e também alucinacdes. Para esta
pesquisa, utiliza-se Retrieval-Augmented Generation (RAG) para reduzi-las. Objetivos: O
objetivo esperado nesta pesquisa é desenvolver uma ferramenta eficiente que melhore o
entendimento da disciplina, que possa ser usada pelo discente para tirar dividas especificas e
realizar trabalhos com um conteido mais centralizado na matéria. A justificativa central esta
na necessidade de uma solucio acessivel e de facil uso para a faculdade, que tanto o discente
quanto o docente possam utilizar de forma eficaz. Método: Sera utilizado o método de
Modelos de Linguagem de Larga Escala (LLMs) com Retrieval-Augmented Generation
(RAG), implementado em Python e com interface desenvolvida no framework React. Com
essas ferramentas, espera-se realizar uma recuperacdo de informacdo a partir de diversas
fontes, ndo apenas as que o docente pode disponibilizar, mas também fontes que podem ser
encontradas na internet e em outros repositérios. A interface desenvolvida em React sera
intuitiva e de facil entendimento. Apds a conclusido da ferramenta, sera feito um experimento
com os discentes, que utilizardo a ferramenta em casos reais de dividas e estudos. Com isso,
sera analisado se ela é eficaz e se os alunos se adaptaram. Resultados: Ainda assim, os
resultados previstos indicam que a ado¢3o dessa ferramenta promoverd maior engajamento,
autonomia e eficiéncia no aprendizado. Conclusdo: O que se espera é um estudo mais eficaz,
com respostas adaptadas para que o discente obtenha respostas precisas. Espera-se
demonstrar que o uso de modelos de linguagem LLMs e RAG oferece uma abordagem
superior as abordagens tradicionais de extracdo textual, proporcionando maior precisio e
contextualizagdo nas respostas.

Trilha: Trabalho de Graduagdo.
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Introducao: O Bitcoin é uma moeda digital descentralizada que utiliza a tecnologia peer-to-
peer (P2P) para operar sem uma autoridade central, garantindo transparéncia,
pseudoanomimato e acessibilidade. Essas caracteristicas, aliadas a forte criptografia e relativa
anonimidade conferem ao Bitcoin uma confiabilidade que pode, paradoxalmente, ser usada
como aliada para atividades ilicitas. Porém, o pseudoanonimato dessa criptomoeda garante
que, embora os enderecos ndo possuam as identidades dos usuarios explicita e propriamente
ditas, as transacdes e seus dados estdo registrados na blockchain, o que permite que
inimeras analises sejam feitas sobre as transacdes e seus envolvidos, mesmo quando adotam
técnicas avancadas para aumentar seu anonimato, como 0s mixers, que S30 Servicos que
recebem e misturam Bitcoins de multiplos usuarios para quebrar o vinculo entre os enderecos
de origem e os de destino e dificultar o rastreamento de recursos ilicitos. Neste trabalho,
apresentamos o resultado da aplicacdo de heuristicas na deteccdo de dois servicos populares
no Bitcoin no primeiro semestre de 2025, o JoinMarket e o Wasabi. Objetivos: O objetivo
principal desta pesquisa é investigar a aplicacdo de heuristicas na deteccdo de servicos de
mixers no Bitcoin, para aprimorar as técnicas de anélise forense. Isso inclui analisar o
funcionamento dessa criptomoeda, explorar o uso de mixers como ferramenta para cashing
out, e identificar e caracterizar transaces de dois mixers existentes. Método: Um estudo
bibliografico sobre os mixers Wasabi e JoinMarket permitiu detectar caracteristicas de
transacdes executadas por estes servicos e desenvolver heuristicas para a sua identificacdo.
Resultados: Foram coletadas um total de 69.366.786 transacdes, referentes ao primeiro
semestre de 2025, e, entre elas, foram extraidas no total 8.611 transacdes de JoinMarket e
23.343 transacbes de Wasabi no periodo analisado. A partir desses dados, foi feita uma
andlise sobre a quantidade de ocorréncias de cada mixer por dia nesse intervalo de tempo, o
que resultou em uma média de aproximadamente 128,97 transacdes diarias de Wasabi e
47,57 de JoinMarket. Conclusdo: Os resultados iniciais indicam que as heuristicas
selecionaram corretamente as transacdes de mixer. As proximas etapas do trabalho s3o a
validacdo das heuristicas usando base de dados existentes na literatura e a analise das
transacoes.
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Introducdo: O café chegou ao Brasil em 1727 e rapidamente se espalhou entre os
agricultores, fazendo do pais o maior produtor de café do mundo desde 1820 até hoje.
Entretanto, com o consumo sempre crescente e as constantes mudancas climaticas, além das
alteracbes no solo e no ambiente, o cultivo do café passou a enfrentar diferentes tipos de
deficiéncias nutricionais e doencas que afetam suas folhas e producdo. Diante desse cenério, a
aplicacdo de técnicas avancadas de processamento digital de imagens, aliadas a redes neurais
artificiais, surge como uma solucdo eficiente e necessdria para a deteccdo dessas
deformidades nas plantacdes de café. Objetivos: O principal objetivo deste estudo é
aprimorar a deteccdo de deficiéncias nutricionais em folhas de café, empregando técnicas
avancadas de processamento de imagens e aprendizado de maquina. Com o intuito de
prevenir danos as plantacdes de café decorrentes de baixa nutricdo por meio da analise de
suas folhas, e assim contribuir para o desenvolvimento de estratégias eficazes no manejo e
cuidado das culturas. Método: Foram analisadas 669 imagens de folhas cultivadas em
ambiente controlado com deficiéncias nutricionais selecionadas: 96 de calcio (Ca), 76 de
potassio (K), 95 de magnésio (Mg), 59 de nitrogénio (N), 102 de fésforo (P) e 99 de enxofre
(S). Além dessas, foram trabalhadas 142 imagens sem nenhuma deficiéncia nutricional. As
imagens passaram por um processo de filtragem, visando realgar e remover caracteristicas
relevantes, seguido pela segmentacdo, que consiste na divisdo da imagem em regibes distintas
para facilitar a analise dos elementos. Em seguida, foram aplicados filtros e padrdes para
destacar, ocultar e modificar areas especificas das fotos originais, bem como técnicas de
extracdo de caracteristicas, permitindo a identificacdo e o isolamento de padrdes relevantes
para aumentar a precisdo dos modelos de aprendizado. Por fim, as imagens foram agrupadas
e rotuladas conforme o tipo de deficiéncia nutricional, permitindo o treinamento
supervisionado das redes neurais. O processamento foi realizado utilizando Redes Neurais
Artificiais (RNA) e abordagens de Deep Learning, especialmente Redes Neurais
Convolucionais (CNNs) e a arquitetura Xception, adequadas para o reconhecimento de
padrdes em imagens. Também foi testada a arquitetura Vision Transformer (ViT), que aplica
mecanismos de atencdo para identificar relacdes espaciais entre as partes da imagem.
Resultados: A aplicacdo das técnicas descritas junto a arquitetura Xception resultou em uma
acuracia de aproximadamente 64,94%, desempenho muito préximo ao obtido com a técnica
Vision Transformer (ViT), que alcangou 65%. Conclusdo: Ambas as técnicas de aprendizado
de maquina apresentaram resultados satisfatérios. No entanto, o desempenho poderia ser
aprimorado com o uso de um banco de imagens maior e mais detalhado, permitindo um
treinamento mais robusto e preciso dos modelos.

Trilha: Trabalho de Graduac3o.
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Algoritmos Evolutivos para a Otimizacao Dinamica de um
Problema Discreto com Muitos Objetivos
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Introducao: Diversos problemas de otimizacdo presentes no mundo real apresentam
natureza dindmica e envolvem madltiplos objetivos conflitantes. Embora algoritmos
evolutivos tenham sido amplamente aplicados a problemas estaticos, a combinacdo
simultdnea de dinamismo e maltiplos objetivos (DMOPs) ainda representa um desafio
significativo para a area. Objetivos: O objetivo deste trabalho é desenvolver e avaliar
novos algoritmos evolutivos multiobjetivo dindmicos (DMOEAs) capazes de lidar de
forma eficiente com ambientes em mudanca e multiplos objetivos conflitantes. Para isso,
sdo propostos trés algoritmos: D-MEANDS, D-MEANDS-MD e D-MEANDS-II, todos
inspirados nos algoritmos MEANDS e MEANDS-II originalmente aplicados a problemas
estaticos e discretos. Método: As versdes dindmicas propostas incorporam estratégias de
memdria, mecanismos de preservacdo de diversidade e aprimoramentos no gerenciamento
de subpopula¢des para lidar com mudancas ambientais. A avaliagdo experimental dos
algoritmos foi realizada utilizando o Dynamic Multiobjective Knapsack Problem (DMKP),
considerando instancias com até oito objetivos e cenarios contendo vinte mudancas de
ambiente. Resultados: Os experimentos conduzidos demonstraram que os algoritmos
propostos apresentam desempenho competitivo em relacdo aos métodos da literatura. Em
diversos cenarios, os DMOEAs desenvolvidos superaram abordagens ja& consolidadas,
evidenciando sua eficicia na adaptacdo a ambientes dindmicos e multiobjetivo.
Conclusdo: A incorporacdo de estratégias dindmicas aos algoritmos MEANDS e
MEANDS-II resultou em versdes capazes de lidar de maneira eficaz com DMOPs. Os
resultados obtidos demonstram o potencial dos algoritmos propostos, destacando-os
como alternativas promissoras no avanc¢o da otimiza¢3o evolutiva para DMOPs.

Trilha: Trabalho de Pés-graduacio.
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Analise e Deteccao de Anomalias de Cobertura em Redes
Celulares: Uma Abordagem com Aumento de Dados e
Modelagem Preditiva
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Introducado: Com a evolugdo das redes moéveis, agregacdo de multiplas faixas de frequéncias
e necessidade de interoperabilidade entre sistemas, o processo de ajuste e otimizacdo de
cobertura celular se tornou extremamente complexo. Tradicionalmente, o método utilizado é
o da realizagdo de drive tests (medi¢des georreferenciadas com equipamentos em carros) e
posterior analise por equipes de especialistas. Neste trabalho, propde-se o ARCADE
(Automated Radio Coverage Anomalies Detection and Evaluation), uma metodologia de
otimizagdo auto-contida do sistema celular, na qual a prépria rede consegue diagnosticar
falhas de cobertura ou interferéncia sem intervencdo humana ou integracio com sistemas
externos 3 rede. Objetivos: O objetivo geral da tese é a de propor uma metodologia para
identificacdo de anomalias de cobertura celular de forma automatizada, contando apenas com
dados georreferenciados de cobertura por célula, sem o auxilio de informacdes externas. Isso
implica na n3o utilizacdo de modelos empiricos de predicdo matematica de cobertura, de
forma que o modelo deve se basear apenas em dados reais. Além disso, os dados de
cobertura podem ser esparsos e ndo abranger totalmente a &rea analisada, ou seja, ha
necessidade de extrapolagdo desses dados. Método: A metodologia ARCADE divide-se em
modulos que vdo da aquisicdo dos dados até a identificacdo final das anomalias de cobertura,
passando por pré-processamento dos dados, aumento de amostras através de processos
gaussianos com kernel espacial e treinamento e generalizagdo do modelo com o uso de redes
neurais artificiais. O ARCADE se diferencia das atuais propostas principalmente por n3o
contar com entrada os dados do projeto da rede, geograficos ou indicadores de desempenho e
ndo se apoiar em modelos analiticos (predigdes matematicas tedricas), baseando suas
inferéncias somente em dados fisicos. Essas restricbes permitem que a rede mével por si s6
seja capaz de autodiagnosticar-se, de modo que o ARCADE confere ao sistema uma
autopercepcdo sobre o préprio desempenho de cobertura. Resultados: Uma implementagdo
pratica da metodologia levou a resultados muito expressivos. De dados coletados de uma rede
movel operacional, contendo amostras esparsas, anémalas e outliers, o ARCADE conseguiu,
com sucesso, gerar mapas de cobertura que representam muito fielmente uma condicdo real
da cobertura em campo. Além disso, cruzando-se as informagdes extrapoladas, foi possivel
identificar quais células apresentaram comportamento anormal, sem que houvesse
intervencdo humana especializada na analise. Conclusdao: A proposta da metodologia
ARCADE busca idealmente uma autopercepcdo da cobertura celular pela prépria rede, o que
¢ um desafio devido & baixa disponibilidade de dados, amostras esparsas, inerente
sobreposicdo e entrelacamento das células e consequente complexidade dessa analise. As
primeiras avaliagbes mostraram-se muito promissoras, ja com resultados concretos e
aplicaveis no contexto da industria.

Trilha: Trabalho de Pés-graduacao.
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Arquitetura Hibrida para Deteccao fim a fim de Exfiltracao DNS
com Inteligéncia em Camada de Rede e Inspecao em Nuvem
para Analise do Trafego Criptografado
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Introdugdo: O aumento dos ataques de exfiltracdo de dados utilizando o protocolo Domain
Name System (DNS) representa um dos maiores desafios na seguranca cibernética moderna.
O tunelamento de DNS, especialmente em sua versdo criptografada DNS over HTTPS
(DoH), permite que agentes maliciosos transmitam informagdes sensiveis por meio de
consultas aparentemente legitimas, contornando mecanismos tradicionais de prote¢do. Esse
cenario torna a deteccio de exfiltracdo via DNS uma tarefa complexa, uma vez que o trafego
é considerado essencial para o funcionamento da rede e, portanto, raramente inspecionado de
forma profunda. Objetivos: Este trabalho propde o desenvolvimento de uma arquitetura
hibrida denominada Arsenal-DLP, voltada a deteccdo fim a fim de exfiltracido de dados via
DNS. A solugdo integra inspecdo em tempo real na camada de rede com anélise avancada
em nuvem, combinando aprendizado de maquina (Machine Learning, ML) e técnicas de
Explainable Artificial Intelligence (XAl). O objetivo é oferecer uma abordagem escalavel e
transparente capaz de identificar padrées anémalos em fluxos DNS, inclusive em trafego
criptografado, superando limitacdes observadas em solucdes tradicionais baseadas em
assinaturas. Método: O método proposto adota uma abordagem aplicada e exploratéria. A
arquitetura é composta por duas camadas interconectadas: a camada local, responsavel pela
captura e analise em tempo real de pacotes DNS e fluxos suspeitos, e a camada em nuvem,
dedicada a anélise aprofundada, descriptografia e aplicagdo de modelos de ML. Um ciclo de
feedback continuo conecta ambas as camadas, permitindo que as descobertas na nuvem
atualizem dinamicamente as politicas de seguranc¢a locais. Além disso, o trabalho se propde a
criar um conjunto de dados inédito, resultante da junc3o de cenarios simulados de trafego
DNS tradicional (Do53) e criptografado (DoH), contribuindo para preencher uma lacuna
existente na literatura sobre deteccdo de exfiltracio de dados em DNS. Resultados: Os
resultados esperados incluem a criacdo de um modelo capaz de identificar exfiltracdes com
alta precisdo, mesmo em trafego criptografado, e a reducdo de falsos positivos. A
explicabilidade fornecida pelo XAl aumenta a confianca dos analistas e a auditabilidade das
decisdes do sistema. Conclusdo: Em comparacdo com os trabalhos presentes na literatura, a
proposta se diferencia pela integracdo entre camadas de anélise, pelo uso de aprendizado
explicavel e pela constru¢do de um dataset hibrido que amplia a representatividade dos
cenarios de ataque, consolidando uma solugdo pratica e inovadora para mitigar vazamentos
de dados via DNS.

Trilha: Trabalho de Pés-graduagio.
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Avaliacdo de Fertilidade Seminal: Uma Abordagem Centrada na
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Introdugcdo: A fertilidade masculina € um processo biolégico complexo definido pela
capacidade dos espermatozoides fecundarem o 6vulo feminino. No contexto da indistria
alimenticia, a reproducdo constitui um fator determinante para a manutencdo da producio
da carne e seus derivados. Tradicionalmente, a analise da fertilidade masculina é realizada
manualmente por profissionais especializados via observacdo laboratorial de amostras de
sémen. Entretanto, a avaliagdo manual apresenta limita¢Ges relacionadas a subjetividade e a
variabilidade dos resultados. Como contramedida, foram introduzidas solucées de analise
computadorizadas tais como sistemas CASA, técnicas de processamento digital de imagens e
recentemente as abordagens de DCNN. Porém, os sistemas CASA s3o extremamente caros,
as técnicas de processamento digital de imagens deparam-se com limitacdes como baixa
generalizacdo, enquanto as solugdes baseadas em DCNN analisam maioritariamente
fertilidade masculina humana. Objetivos: O presente trabalho tem como principal objetivo
desenvolver e validar um método computacional de avaliacdo da fertilidade seminal bovina,
baseado em algoritmos de DCNNs aplicados a anéalise automatizada de imagens digitais de
sémen. Método: A pesquisa integra trés etapas: estudo, implementacdo, e experimentos, que
serdo desenvolvidas num processo iterativo. A primeira etapa (estudo) compreende a
exploragcdo, analise e compreensdo das imagens (seminais) disponiveis, com vista a
construcdo do conjunto de dados para alimentacdo dos algoritmos na fase de treinamento,
validacdo e teste, assim como, a exploracdo, analise e compressido dos diversos algoritmos de
adequados a realizacdo das tarefas de visdo computacional. A segunda etapa
(implementagéo), consiste na programac¢do do método mencionado na presente proposta,
resultantes das descobertas da etapa anterior (estudo). A terceira etapa (experimentos),
concentra-se no treinamento, validagcdo e teste dos algoritmos de DCNNs, para obtengdo dos
resultados esperados. Resultados: Os principais resultados parciais obtidos incluem: um
conjunto criado de 4116 imagens e igual nimero de mascaras para segmentacdo,
treinamento, validacdo e teste de uma U-Net padrido cujo desempenho atingiu uma média de
0,95 de coeficiente de dice de treino, validacdo e teste, e uma média de 0,05 de loss de
treino, validagcdo e teste. Conclusdo: Os resultados preliminares demonstram que as DCNNs
podem superar as limitagdes das abordagens atuais de analise de fertilidade masculina.
Espera-se que os resultados definitivos contribuam para o avangco do estado da arte na
andlise da fertilidade masculina e da visdo computacional, assim como, fortalecam o setor
pecuario, promovendo maior eficiéncia reprodutiva, sustentabilidade produtiva e retorno
econémico.

Trilha: Trabalho de Pés-graduacao.
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Introducdo: O aprimoramento do ensino de Computacdo é essencial para o desenvolvimento
de competéncias digitais e cognitivas alinhadas 8 BNCC e a Educacdo 5.0. Nesse contexto, a
Programacdo Competitiva, exemplificada pela Olimpiada Brasileira de Informatica (OBI),
destaca-se como uma estratégia para estimular o Pensamento Computacional (PC), o
raciocinio l6gico e a resolugcdo criativa de problemas. O presente estudo aborda o desafio de
desenvolver e validar um método de treinamento estruturado e continuo no Instituto Federal
do Tridngulo Mineiro (IFTM), buscando superar o baixo desempenho institucional histérico
na OBI. Objetivos: O objetivo central é avaliar o impacto dessa integra¢do sobre o
desempenho dos estudantes do IFTM na OBI. Especificamente, busca-se validar a eficicia do
modelo pedagégico desenvolvido ao longo de trés ciclos (2023-2025), promover o
aperfeicoamento continuo do método conforme as necessidades dos alunos iniciantes e
ampliar a participacdo institucional. Método: A pesquisa adota uma abordagem hibrida e
exploratéria, baseada no Estudo de Caso e na Pesquisa Baseada em Design (DBR),
caracterizada por ciclos iterativos de aplicacdo, analise e refinamento. Essa estrutura
possibilitou o aprimoramento progressivo do método em contexto real, unindo teoria e
pratica de modo colaborativo. O treinamento ocorreu em formato hibrido (presencial e
remoto), com trilhas de estudo em C++ e o uso de plataformas como a Neps Academy,
centradas na resolucdo de problemas da OBI. Resultados: A avaliagio do impacto
considerou os resultados oficiais da OBI e anélises estatisticas das notas e classificagdes dos
participantes. Os resultados confirmam avancos estatisticamente significativos em 2025: o
namero de participantes cresceu 60,61%, passando de 66 em 2023 para 106 em 2025,
enquanto o niamero de classificados para a segunda fase triplicou, de 20 para 60 (aumento de
200%). A média das pontuagdes evoluiu de 111,46 para 187,64 (p < 0,0001), demonstrando
melhoria no desempenho. A participacdo feminina também aumentou, de uma estudante
classificada em 2023 para nove em 2025. Apesar da redugdo no namero de campi
participantes, devido & greve institucional e a desafios logisticos, os resultados evidenciam a
consolidagdo do método, especialmente no Campus Uberlandia Centro. Conclusao: A
pesquisa confirma que a Programacdo Competitiva, aliada ao PC e & PBL, é uma estratégia
pedagogica eficaz para o ensino de Computacdo, resultando em ganhos significativos de
desempenho e engajamento. A principal contribuicio metodolégica esta na aplicacdo da
DBR, que promoveu a evolucdo continua do modelo e a integracio de ferramentas
tecnolégicas que fortalecem a autonomia e a metacognicdo. Os resultados de 2025
consolidam a eficacia e a maturidade do método, demonstrando seu potencial de replicacdo e
sua relevancia como modelo de referéncia nacional para o ensino de Computacdo mediado
por competicdes cientificas.

Trilha: Trabalho de Pés-graduacao.
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Introducdo: A cafeicultura, pilar da agricultura brasileira, enfrenta desafios agronémicos que
ameagam sua produtividade, como as deficiéncias nutricionais. O diagnéstico visual
tradicional é subjetivo, lento e muitas vezes tardio, ocorrendo quando o potencial produtivo
foi comprometido. A agricultura de precisdo, aliada a deep learning, surge como alternativa
promissora para automatizar e antecipar a deteccdo. No entanto, a maioria dos estudos trata
o diagnéstico como uma classificacdo estatica, usando imagens de sintomas avangados e
ignorando a evolugdo temporal dos sinais. Esta lacuna motivou o desenvolvimento de um
framework para analise temporal, visando identificar a partir de que momento os sinais se
tornam discriminativos e qual arquitetura é mais adequada para a deteccdo precoce.
Objetivos: O objetivo geral é comparar sistematicamente o desempenho de arquiteturas de
deep learning, Redes Neurais Convolucionais (CNNs), Vision Transformers (ViTs) e hibridos
CNN-Transformer, na classificagdo temporal de miltiplas deficiéncias nutricionais (N, P, K,
Ca, Mg, S) em folhas de café, a partir de imagens RGB. Como objetivos especificos, busca-se
determinar a janela temporal em que os sintomas se tornam discriminativos; avaliar se
arquiteturas baseadas em atengdo (ViT e hibridas) superam as convolucionais em diferentes
fases do desenvolvimento sintomatico e validar se os modelos focam em regides foliares
agronomicamente relevantes via técnicas de interpretabilidade (Grad-CAM). Meétodo:
Utilizou-se um dataset original, composto por imagens de folhas de café coletadas ao longo
de cinco meses sob condigBes controladas, representando sete classes (seis deficiéncias e um
controle). O dataset foi particionado em trés fases temporais: Inicial (primeiros 2 meses),
Intermediaria (més 3 e 4) e Tardia (altimo més). Foram treinados e avaliados modelos CNN
(ResNet50), ViT (ViT-B/16) e uma arquitetura hibrida, utilizando métricas como acurécia,
F1-Score e matriz de confusdo. Resultados: O desempenho dos modelos mostrou-se
fortemente dependente do estagio dos sintomas, com os melhores resultados ocorrendo na
fase tardia. A arquitetura puramente convolucional ResNet50 superou os modelos hibridos
com 77,1% de acuracia em uma resolucdo de 512x512 pixels. Esses resultados sugerem que a
extragdo de caracteristicas locais (CNNs) é mais eficaz que os mecanismos de atencio global
para este cenario, e que uma maior resolucdo tende a fornecer detalhes cruciais para a
discriminacdo. Conclusao: Este trabalho propde uma abordagem metodolégica para a analise
temporal de deficiéncias nutricionais, preenchendo uma lacuna ao comparar sistematicamente
arquiteturas de ponta em diferentes estagios dos sintomas. Os resultados fornecem insights
sobre os limites e a viabilidade da deteccdo precoce com imagens RGB, contribuindo para o
avanco de ferramentas de monitoramento na agricultura de precisio e estabelecendo um
protocolo de validagdo mais rigoroso para estudos futuros na area.

Trilha: Trabalho de Pés-graduagio.
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Introdugdo: Os sistemas de recomendagdo (SR) tém ganhado atengdo significativa para
personalizar e melhorar a experiéncia dos usuarios, especialmente em cenarios de sobrecarga
de informag¢des. Nos altimos anos, a incorporacdo de Knowledge Graphs (KGs) aos SR tem
atraido consideravel interesse, principalmente pela promessa de mitigar alguns problemas
criticos dos sistemas tradicionais de recomenda¢cdo. Como os SR estdo presentes em diversos
cenarios de aplicagdo, do entretenimento a seguranga, a educagdo e a sadde, torna-se
necessario conhecer quais sdo os principais cenarios de aplicacdo dos KGs em SR. Objetivos:
Portanto, esta revisdo da literatura teve como principal objetivo encontrar resposta para:
Quais s3o os principais cenarios de aplicacdo dos KGs em SR? Método: Assim sendo, para
avaliar criticamente as pesquisas relevantes nesse contexto, realizou-se uma revisdo
sistematica da literatura em trés etapas: Planejamento, Execucdo e Analise. Na etapa de
planejamento foi escolhido o protocolo PRISMA para o processo de coleta de dados,
permitindo que os estudos fossem, na etapa de execucdo: identificados, selecionados e
incluidos, para ent3o serem avaliados e discutidos na etapa de analise. Na etapa de execucio,
coletou-se os dados do Google Scholar, considerando estudos de aplicagdo dos KGs em SR
publicados até marco de 2025. Foram definidos critérios de inclusdo e exclusdo dos estudos,
como a selecdo apenas de publicacdes em periédicos e conferéncias com acesso disponivel ao
texto completo em inglés, que n3o sejam revisdes da literatura e abordem cenarios de
aplicacdo dos KGs em SR. Resultados: Foram identificados inicialmente 140 estudos
relevantes, dos quais excluiu-se 6 duplicados, sendo portanto, selecionados 134 estudos.
Dentre os selecionados, foram excluidas 13 revisdes de literatura, 25 livros, capitulos, teses,
preprints ou tutoriais, 2 em outro idioma, 2 que o acesso ao texto completo ndo estava
disponivel, 13 nos quais o titulo e resumo ndo abordaram a questdo de pesquisa. Assim, 79
estudos foram incluidos para analise quanto aos cenarios de aplicagio dos KGs em SR.
Conclusao: Apds a analise dos estudos selecionados, considerando os critérios estabelecidos,
foi possivel responder quais os principais cenarios de aplicacdo dos KGs em SR. Dos 79
estudos analisados, 32 eram de propésito geral com aplicagdo em qualquer cenario pratico,
21 envolveram a aplicagdo de KGs em SR no cenario educacional como a recomendacdo de
cursos, recursos de aprendizagem, caminhos de aprendizagem, vocabulario, pontos de
conhecimento, perfil do estudante, tépicos de programacio, dentre outros. Os outros 26
estavam distribuidos em diferentes cenarios, como aquicultura, carreira, servicos em nuvem,
comunicacdo, cultura e entretenimento, comércio eletrénico, financeiro, saide, maritimo,
programacdo, psicologia, recrutamento, redes sociais e turismo. Os cenarios mais relevantes
foram satude e turismo, seguidos por e-commerce, redes sociais e entretenimento.
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Introducgdo: O diagnéstico diferencial entre ameloblastoma (AM) e carcinoma ameloblastico
(AC) é um desafio clinico devido a sobreposicdo morfolégica. A digitalizagdo de laminas
inteiras (WSI) na patologia digital permite o uso de sistemas de diagnéstico auxiliado por
computador (CADx), mas o tamanho massivo das imagens exige modelos eficientes para
analise de patches. Modelos de aprendizado profundo, como redes neurais convolucionais
(CNNs), capturam padrdes locais, enquanto Vision Transformers (ViTs) modelam o contexto
global, mas exigem muitos dados. Modelos hibridos CNN-Transformer surgem como solug3o,
mas ha escassez de estudos computacionais para AM e AC devido a raridade dos tumores.
Objetivos: O objetivo foi avaliar o desempenho de trés modelos hibridos leves (EdgeNeXt,
EfficientViT e LeViT) na classificagdo de AM e AC em 20x e 40x, analisando a relagdo entre
magnificacdo, acuracia e o impacto da arquitetura na extra¢do de padrdes. Método: A partir
de 16 casos corados com H&E e anotados por especialistas, foram extraidas 3.744 regibes de
interesse (ROIs) em 20x e 14.976 em 40x. Os modelos foram treinados com otimizador
Adam e imagens de 224x224 pixels, com divisdo por paciente. O desempenho foi avaliado
por Area Sob a Curva (AUC), Fl-score e Acuracia, e as diferencas comparadas pelo teste de
Friedman. Resultados: Os trés modelos apresentaram melhor desempenho em 40x,
confirmando a importancia dos detalhes citolégicos. O LeViT destacou-se (AUC 0,94, F1
0,84, Acuracia 0,84), seguido do EfficientViT (AUC 0,92, F1 0,83, Acuracia 0,83) e do
EdgeNeXt (AUC 0,81, F1 0,69, Acuracia 0,69). Em 20x, os resultados foram: LeViT (AUC
0,83, F1 0,78, Acuracia 0,78), EfficientViT (AUC 0,82, F1 0,72, Acuréacia 0,73) e EdgeNeXt
(AUC 0,84, F1 0,77, Acuracia 0,78). Notavelmente, o desempenho em 20x do LeViT e
EdgeNeXt (Acuracia 0,78) superou o estado da arte anterior (ResNet50 com acuracia de
0,75 e VGG16 com 0,65). Todos os modelos mantiveram custo computacional inferior a 0,5
GMAC e <10M de parametros, uma vantagem drastica frente aos 4.1 GMACs (ResNet50) e
15.5 GMACs (VGG16). As diferengas entre os modelos foram estatisticamente significativas
(p < 0,05) apenas em 40x. Conclusdo: Modelos hibridos leves podem atingir desempenho
competitivo em 40x, onde a aten¢do global (Transformers) complementa a extrag¢do local
(CNNs). Os modelos leves superaram o estado da arte (ResNet50, VGG16) para classificagdo
entre AM e AC em acuréacia, oferecendo uma reducdo drastica no custo computacional. A
escassez de amostras limita a generalizacdo, reforcando a necessidade de ampliar o dataset e
explorar abordagens multiescala.
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Introducdo: A traduc3o de poesia apresenta desafios especificos por envolver n3o apenas a
transferéncia de sentido, mas também a preservacio de ritmo, rima, estilo e efeitos
expressivos. Modelos de tradugdo automatica, sejam baseados em arquiteturas especializadas
ou em modelos de linguagem de grande escala, ainda apresentam limita¢des ao lidar com tais
elementos. Embora avancos recentes tenham melhorado a traducdo de textos gerais, a
tradugdo poética permanece pouco investigada, especialmente em contextos multilingues
envolvendo linguas latinas. Objetivos: O trabalho tem como objetivo comparar o
desempenho de diferentes modelos de traducdo automatica na traducdo de poemas,
considerando n3o apenas a similaridade semantica, mas também a preservacdo tematica e
estilistica. Além disso, buscou-se investigar estratégias de adaptacdo por meio de fine-tuning
com corpora de poemas, musicas e sua combinacdo, avaliando o impacto dessa adaptacdo na
qualidade da traducdo. Método: Foi proposto um framework de avaliacdo em trés fases:
métricas automaticas (BLEU, METEOR, BERTScore), analise tematica com modelagem de
tépicos e avaliacdo humana especializada. Foram analisados modelos especializados
(MarianMT, mBART, OpenNMT RNN e Google Translate) e modelos de linguagem
(ChatGPT-3.5 e Maritaca Al) em seis pares linguisticos (PT-FR, PT-EN, FR-EN, FR-PT,
EN-FR, EN-PT). O método incluiu trés médulos experimentais: uso de modelos pré-treinados
(Médulo 1) usando o framework proposto, fine-tuning com masicas (Mddulo 2) e
comparagao entre fine-tuning com poemas, com poemas+mdsicas e sem fine-tuning (Mdédulo
3). Resultados: Os resultados quantitativos revelaram que os modelos de linguagem,
juntamente com o Google Translate, superaram os modelos especializados em preservacio de
sentido e fluéncia, enquanto o OpenNMT (RNN) apresentou o pior desempenho. A
modelagem de tépicos indicou que esses sistemas de maior desempenho mantém maior
consisténcia tematica. A avaliacdo humana confirmou esses achados ao mostrar que LLMs
atingem melhores niveis de sentido e fluidez; entretanto, todos os modelos demonstraram
baixo desempenho na preservacdo de caracteristicas poéticas, como ritmo, rima e estilo. Nos
experimentos de fine-tuning, apenas o mBART apresentou ganhos consistentes com dados
especificos, enquanto MarianMT e OpenNMT n3o se beneficiaram das adaptages.
Conclusao: O estudo demonstra que as LLMs apresentam melhor desempenho que os
modelos especializados de traducio automatica na preservacio de sentido e fluéncia em
traducbes poéticas. Entretanto, a reproducdo de elementos estruturais e estilisticos continua
sendo uma limitacdo comum a todos os sistemas avaliados. Avancos futuros dependem do
uso de corpora maiores e mais adequados ao dominio poético, tanto para avaliacdo quanto
para fine-tuning, além da ampliagdo da avaliagdo humana. Também serd necessario investigar
estratégias e modelos que incorporem a representacdo de aspectos formais e estilisticos da
poesia.
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Introdugdo: O pdquer, reconhecido internacionalmente como esporte da mente, &
amplamente estudado por envolver raciocinio estratégico, tomada de decisdo sob incerteza e
analise probabilistica. Além de sua relevincia académica, o jogo oferece um ambiente
desafiador para avaliar modelos de linguagem em tarefas dindmicas e de mdltiplas etapas.
Com o avan¢o recente dos Large Language Models (LLMs), surge a oportunidade de
investigar sua capacidade de recomendar agdes alinhadas a principios estratégicos e
fundamentos da Teoria dos Jogos. No entanto, trabalhos existentes, mesmo aqueles que
aplicaram ajustes supervisionados, baseiam-se em gera¢des anteriores de modelos e raramente
exploram abordagens integradas que combinem inferéncia deterministica e prompts
estruturados. Essas lacunas motivaram o desenvolvimento de um processo de ajuste
supervisionado voltado a aprimorar a consisténcia, explicabilidade e reprodutibilidade das
recomendacdes. Objetivos: Este estudo tem como objetivo avaliar o impacto do fine-tuning
supervisionado no desempenho de LLMs abertos aplicados a recomendacdo de acdes
estratégicas no poquer. Busca-se verificar em que medida o ajuste supervisionado aumenta a
precisdo e estabilidade das decisGes geradas, ao mesmo tempo em que aprimora a coeréncia e
clareza das justificativas fornecidas pelos modelos. Método: Foram construidas instru¢des
textuais representando cendrios reais de jogo, com informagdes sobre posicdes, stacks e acbes
dos participantes. O conjunto de dados foi balanceado e rotulado, reduzindo ambiguidades e
garantindo diversidade de contextos. O pipeline desenvolvido integra prompts estruturados,
inferéncia deterministica token a token e avaliacio por log-probabilidade, compondo o
processo de fine-tuning supervisionado. A abordagem é comparada a métodos few-shot,
permitindo mensurar ganhos de desempenho e estabilidade. Resultados: Em comparacdo a
abordagens publicadas com modelos anteriores ou técnicas heuristicas, o método proposto
apresentou ganhos substanciais em precisdo e estabilidade. Apés o fine-tuning, os modelos
alcancaram acuracia préxima de 85%, representando aumento de aproximadamente 13% em
relacio a configuragdo few-shot. Além da melhoria quantitativa, observou-se maior
consisténcia entre predicdes semelhantes e justificativas mais alinhadas a principios
estratégicos do dominio. Esses resultados evidenciam o potencial do pipeline proposto em
reduzir variabilidade e ampliar a confiabilidade das recomendac¢des. Conclusdo: Os resultados
indicam que modelos de linguagem modernos, quando submetidos a ajustes supervisionados e
avaliados por meétricas deterministicas, podem atuar como assistentes estratégicos em
dominios complexos como o pdquer. A metodologia proposta demonstra reprodutibilidade,
utiliza exclusivamente modelos open source e abre caminho para a criacdo de sistemas
especializados capazes de apoiar decisées em contextos de alta complexidade e incerteza.
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Introducdo: O diagnéstico de Carcinoma Oral de Células Escamosas (OSCC) via imagens
histolégicas € um desafio importante na classificagdo de imagens médicas. Diante da
necessidade da construcdo de modelos mais leves em processo de classificacdo, técnicas como
Destilagdo de Conhecimento (KD) tém ganhado relevancia. Objetivos: Essa pesquisa busca
investigar abordagens de KD para gerar um modelo, originado de uma CNN e baseada em
ensemble learning com Stochastic Gradient Descent with Warm Restarts (SGDRE). O estudo
explora 2 cenarios na abordagem KD, sendo o primeiro experimento a abordagem simples,
onde o modelo “aluno”’, ao aprende com o melhor “professor’ gerado por SGDRE, e um
segundo experimento no qual o “aluno” aprende com a média ponderada dos 3 melhores
professores, que sdo ranqueados com a métrica AUC, sendo este o método Ensenble
Knoladge Destilation (E-KD). Ambos os métodos também foram comparados com a CNN
gerada pelo SGDRE, sem aplicar KD. Método: O estudo utilizou um conjunto de dados de
528 imagens histolégicas de 100x, composto por 439 imagens de OSCC e 89 imagens
normais. Duas arquiteturas de CNN foram definidas, sendo a rede Professor (usada pelo
SGDRE), um modelo com quatro camadas convolucionais (32, 64, 128 e 128 filtros) seguido
por camadas de max-pooling, uma camada densa de 512 neurdnios e uma camada de saida.
Esta arquitetura totaliza 6.795.394 parametros. A rede Aluno (usada pelo KD) é uma CNN
leve, composta por apenas duas camadas convolucionais (32 e 64 filtros) com normalizagdo
em lote, seguidas por camada densa de 32 neurbnios e camada de saida (4.737.698
pardmetros). A diferenca de mais de 2 milhdes de pardmetros garante que o Aluno seja um
modelo mais leve e rapido para a inferéncia. Os trés métodos comparados, avaliados por
valida¢do cruzada de 10 folds, foram: (1) SGDRE (Ensemble), (2) KD (Aluno Simples) e (3)
Ensemble-KD. O desempenho foi comparado usando F1-Score. Resultados: O método KD
(Aluno Simples) demonstrou desempenho superior com F1-Score (0.9285). O método E-KD
apresentou F1-Score (0.9149), sendo o segundo melhor. Em contrapartida, o ensemble
SGDRE apresentou desempenho inferior aos outros 2 métodos com F1-Score (0.9053).
Conclusdo: O modelo Aluno n3o apenas foi mais leve, mas também significativamente mais
preciso. O modelo E-KD teve desempenho intermediario demonstrando que o modelo
ensembles, embora mais complexo, ndo apresentou resultado superior aos outros
experimentos realizados.
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Introdugdo: Este trabalho analisa como a Inteligéncia Artificial (IA) pode contribuir para
transformar praticas educacionais por meio da personalizacio do ensino, da ampliacdo da
acessibilidade e da otimizacdo de tarefas pedagdgicas. Embora apresente vantagens
relevantes, o uso da IA demanda atenc3o a desafios éticos e estruturais, como privacidade de
dados, riscos de viés algoritmico e preservacio das interagdes humanas, essenciais ao
aprendizado. Assim, a investigacdo busca compreender a percepgdo de diferentes atores
educacionais sobre essas tecnologias, bem como identificar oportunidades e limitacdes para
sua integragdo responsavel no ambiente escolar. Objetivos: Este estudo tem como objetivo
principal avaliar a aceitacdo, as expectativas e as preocupacdes relacionadas ao uso da IA na
educagdo, examinando seu potencial para apoiar processos pedagdgicos e administrativos.
Além disso, busca identificar beneficios percebidos, desafios estruturais e aspectos éticos que
devem orientar sua incorporacdo, justificando a necessidade de politicas e diretrizes que
assegurem uma ado¢do equilibrada e centrada no ser humano. Método: A pesquisa adotou
uma abordagem qualitativa e exploratéria, utilizando um questionario estruturado aplicado a
50 participantes de diferentes perfis educacionais. Foram levantadas percepcdes sobre
conhecimento prévio, experiéncias com IA, beneficios esperados e desafios associados. A
coleta ocorreu de forma on-line, garantindo anonimato e permitindo reunir dados
diversificados. A anélise seguiu principios interpretativos, integrando a literatura existente
com as opinides dos respondentes para identificar tendéncias e pontos criticos. Resultados:
Os resultados revelam ampla familiaridade com IA e percep¢des majoritariamente positivas
sobre seu potencial educativo. A maioria dos participantes ja utilizou ferramentas baseadas
em |A e reconhece beneficios como personalizagdo, acessibilidade ampliada e automacdo de
tarefas. Contudo, persistem preocupacdes com dependéncia tecnoldgica, privacidade de
dados, falta de interagdo humana e desigualdade de acesso. A disposicdo para aprender e
adotar IA é elevada, embora acompanhada de cautela quanto a impactos no trabalho docente
e a necessidade de capacitacio adequada. Conclusdo: Conclui-se que a IA oferece
oportunidades promissoras para aprimorar as praticas educacionais, desde que seja
implementada de modo ético, transparente e alinhado as necessidades pedagégicas. O estudo
ressalta a importancia de preservar o papel humano no ensino e de desenvolver diretrizes que
orientem o uso responsavel dessas tecnologias. Tais medidas podem favorecer uma integracdo
equilibrada, potencializando beneficios e mitigando limitagdes, contribuindo para uma
educacdo mais inclusiva, eficaz e adaptada aos desafios contemporaneos.
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Introducao: Sistemas de apoio ao diagndstico em patologia digital dependem de pipelines
capazes de contribuir com a investigacdo de lesdes em tecidos com a variabilidade de
corantes H&E. Variagdes de coloracdo, ruido e alta dimensionalidade dos descritores podem
degradar a generalizacdo dos classificadores. Embora a literatura reporte beneficios da
normalizacdo de corantes e a reducdo de dimensionalidade, seu efeito combinado sobre
descritores texturais classicos, na classificacdo binaria de lesdes orais, permanece pouco
quantificado. Este trabalho investigou sistematicamente o impacto dessas etapas no
desempenho de modelos supervisionados. Objetivos: Avaliar se a normalizacdo de corantes
H&E altera a capacidade discriminativa entre tecido saudavel e ndo saudavel; Medir o ganho
de ensembles por votacdo frente a classificadores individuais; ldentificar combinacées de pré-
processamento, reducdo e classificador que maximizem acuracia, recall, precisio,
especificidade e AUC. Método: Foi elaborado um conjunto de dados obtidos de descritores
texturais e ndo morfolégicos extraidos das mesmas ROls (17 caracteristicas): uma sem
normalizac3o e outra normalizada por estimativa de corantes H&E. O pipeline incluiu analise
estatistica, detec¢do/remogdo de outliers, padronizagdo e balanceamento com SMOTE.
Avaliou-se os modelos SVM, Random Forest, KNN e Naive Bayes sem e com reducdo de
dimensionalidade, variando o namero de componentes. Também avaliou a votacdo
majoritaria a partir de modelos binarios treinados em pares. O desempenho foi medido por
acuracia, recall, precisdo, especificidade e AUC. Resultados: Sem reducdo de
dimensionalidade, os melhores resultados ocorreram na base n3o normalizada, enquanto a
normalizacdo de cor provocou queda consistente em todas as métricas e em todos os
classificadores, mais acentuada em Naive Bayes e Random Forest. Com reducdo de
dimensionalidade, observou-se melhora expressiva em ambas as bases; a RPCA foi
dominante, elevando acuracia, AUC e especificidade. Na base sem normalizacdo, SVM e
RPCA alcancou cerca de 95% de acuracia e AUC préxima de 0,99; na base normalizada, os
melhores arranjos atingiram aproximadamente 89% de acuracia e AUC em torno de 0,94. O
ensemble por votagdo apresentou ganhos pequenos a moderados e dependentes da
combinagdo, com maior beneficio quando os modelos-base eram complementares. O Naive
Bayes foi o classificador mais beneficiado pela reducdo de dimensionalidade. No entanto, a
normalizac3o reduziu a discriminatividade dos descritores manuais, possivelmente por atenuar
informagdes de cromaticidade relevantes. Conclusdo: A etapa de pré-processamento é
determinante para CAD com descritores texturais. A redugdo de dimensionalidade,
especialmente via RPCA, mostrou-se recomendavel por aumentar robustez e acuracia. A
normalizacdo H&E deve ser aplicada, pois pode reduzir desempenho quando a representacio
depende de variacbes cromaticas das cores presentes no tecido.
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Introducao: O ensino introdutério de programagdo em cursos técnicos e superiores no Brasil
lida com elevados indices de reprovacio e desisténcia. Essa questdo se relaciona a dificuldade
dos alunos em desenvolver raciocinio légico e critico, pois o ensino convencional prioriza
|6gica formal basica, restringindo a solucdo de problemas complexos que demandam
argumentagdo contextualizada e tomada de decisdo critica. Evidencia-se lacuna entre a teoria
sobre légica informal e pensamento critico e sua eficacia empirica no ensino de programacio
para iniciantes. Objetivos: O objetivo é propor e comprovar um modelo pedagdgico
integrado para o ensino de programacgdo introdutéria, com énfase no aprimoramento do
raciocinio légico-critico em cursos técnicos e de graduagdo, organizado em trés etapas: (1)
Revisdo Sistematica da Literatura para avaliar o estado atual e identificar lacunas; (2)
desenvolvimento de um modelo pedagégico com base teérica; e (3) comprovagdo empirica da
eficacia em contexto técnico. Método: O projeto adota abordagem metodolégica em trés
fases. A primeira realizou RSL (PRISMA 2020) em ACM Digital Library, Scopus, Web of
Science e IEEE Xplore (2021-2025). A segunda envolverd proposicio de um modelo
pedagdgico integrado, estruturado em trés niveis (formalismo necessario, analise e julgamento
critico, metacognicdo reflexiva), fundamentado em argumentag¢do légica. A terceira serd
validagdo empirica via estudo-piloto no Instituto Federal do Tridngulo Mineiro (IFTM),
utilizando Design-Based Research (DBR) com ciclos iterativos. Resultados: A RSL analisou
209 registros. Ap6s aplicagdo rigorosa dos critérios de inclusdo e exclusdo, 61 estudos foram
incluidos, representando taxa de inclusdo de aproximadamente 29%. A analise revelou padrio
critico: 39% dos estudos reconhecem limitacdes pedagégicas da légica formal pura,
argumentando ser abstrata e desconectada de problemas reais. Apenas 7% propdem légica
informal como alternativa viavel. De forma preocupante, nenhum dos 61 estudos (0%)
integra explicitamente légica informal E pensamento critico simultaneamente com rigor
empirico em contextos técnicos brasileiros. Limitagdes metodolégicas frequentes incluem
amostras pequenas (80%), auséncia de grupos controle (65%) e instrumentos inadequados
para medir raciocinio critico (70%). Essa dissocia¢do é reveladora: 39% reconhece que légica
formal isolada falha pedagogicamente, mas auséncia total de integracdo (0%) confirma a
lacuna central. Conclusdo: A lacuna critica identificada & evidente: enquanto 39% dos
estudos reconhecem que ldégica formal isolada falha pedagogicamente, nenhum dos 61
estudos (0%) integra explicitamente légica informal E pensamento critico simultaneamente
com rigor empirico em contextos técnicos brasileiros. Este projeto se diferencia por propor e
validar empiricamente essa integracdo inovadora entre o ensino de légica para programacido
ao raciocinio critico.
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Introducdo: A previsdo do crescimento florestal é essencial para o manejo sustentavel de
plantacdes comerciais, permitindo decisbes mais assertivas sobre produtividade e
planejamento. Modelos tradicionais, como o de Clutter, baseiam-se em rela¢cdes lineares e em
poucas variaveis, o que limita sua capacidade de representar a complexidade e a dindmica
temporal dos ecossistemas. Nesse contexto, abordagens de aprendizado sequencial, como as
arquiteturas Long Short-Term Memory (LSTM), Gated Recurrent Unit (GRU) e
Transformer, surgem como alternativas capazes de capturar dependéncias temporais e
padrdes n3o lineares em séries histéricas de inventario florestal. Objetivos: O estudo avaliou
o desempenho de modelos de aprendizado sequencial e tabular na previsdo do crescimento e
da producio volumétrica de eucaliptos, comparando LSTM, GRU, Transformer, MLP, SVM,
XGBoost, TabM e TabPFN com o modelo de Clutter. Também foram testadas variaces no
nimero de medicdes utilizadas como entrada e o efeito da inclusdo de varidveis adicionais,
como mortalidade, didmetro, altura média e material genético. Método: Utilizaram-se dados
de inventario florestal continuo, coletados entre 2013 e 2019 em 2270 parcelas de Eucalyptus
spp. no Vale do Rio Doce, Minas Gerais. Cada parcela possuia quatro ou mais medi¢cdes
anuais, com idades de 1,5 a 10 anos. Os modelos receberam sequéncias de medicdes
anteriores para prever o volume subsequente. O treinamento foi realizado com validagdo
cruzada, otimizac3o de hiperparametros via Optuna e divisdo de dados em 70% para treino e
30% para teste. As métricas avaliadas foram RMSE, MAE e R2. Resultados: Considerando o
mesmo conjunto de varidveis do modelo de Clutter, os modelos sequenciais e tabulares
apresentaram melhor desempenho, com destaque para TabPFN e TabM, que obtiveram
menores erros médios (MAE de 9,7 e 11,4 m*/ha) e maiores R* (até 0,92). Entre os modelos
sequenciais, LSTM e GRU alcancaram R? préximos de 0,90 e RMSE em torno de 22 m?/ha,
enquanto o Transformer apresentou desempenho semelhante, mas com maior sensibilidade a
quantidade de observacées. MLP, SVM e XGBoost tiveram resultados competitivos, porém
inferiores aos modelos sequenciais. Com a adicdo de variaveis complementares, TabPFN
atingiu R* de 0,97 e RMSE de 123 m®/ha, seguido por TabM (R?> = 0,96) e LSTM (R* =
0,94), demonstrando o ganho obtido com o uso de informagdes adicionais. Conclusdo: Os
resultados evidenciam que modelos de aprendizado sequencial, especialmente LSTM, GRU e
Transformer, sdo altamente eficazes na modelagem do crescimento florestal, superando o
modelo de Clutter e algoritmos classicos. A inclusdo de varidveis adicionais e o uso de
diferentes comprimentos de sequéncia ampliaram a precisdo das previsdes, indicando que a
combinacdo de abordagens sequenciais e tabulares é uma estratégia promissora para o
manejo florestal orientado por dados e para o avanc¢o da sustentabilidade produtiva.

Trilha: Trabalho de Pés-graduacdo.
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Introdugdo: A pandemia de COVID-19 provocou impactos significativos na satde publica e
na dindmica socioecondmica global. O Brasil registrou mais de 39 milhes de casos e 716 mil
6bitos até maio de 2025. A complexidade da disseminacdo da doenca exige modelos capazes
de integrar a heterogeneidade espacial, temporal e social dos dados epidemiolégicos. Este
trabalho propde um modelo hibrido que combina autématos celulares (ACs), conectados por
um grafo geografico, com algoritmos de aprendizado de maquina para simular a propagacio
da COVID-19 em municipios de Minas Gerais. Objetivos: Desenvolver um modelo
epidemiolégico que represente com precisdo a evolucdo espaco-temporal da epidemia,
incorporando fatores de mobilidade, clima e variaveis demograficas. Método: O estudo segue
as etapas do processo KDD: extracdo e tratamento, selecdo de atributos, modelagem
preditiva e epidemiolégica. Foram utilizados dados puablicos do Brasil.IO, Ministério da
Satde, IBGE, Google Mobility e INMET referentes a 2020. As bases foram integradas e
normalizadas, com criagdo de médias méveis, taxas de crescimento e indicadores derivados. A
selecdo de atributos utilizou RFECV, identificando os preditores mais relevantes entre as
variaveis. Na modelagem preditiva, foram avaliados algoritmos baseados em &rvores de
decisdo, ajustados por busca em grade, para estimar o nimero didrio de novos casos, cujas
previsdes definiram as regras de transicdo dos ACs. Modelo epidemiolégico: Cada municipio
foi representado por uma grade bidimensional de agentes nos estados Suscetivel (S), Exposto
(E), Infectado (1), Recuperado (R) e Morto (D), seguindo a dindmica SEIRD. As interagGes
locais consideraram a vizinhanca de Moore e a mobilidade dos agentes, enquanto as
interacdes intermunicipais foram modeladas por um grafo que conecta cada cidade aos
quatro vizinhos mais proximos. Resultados: Entre os modelos testados, o CatBoost
apresentou o melhor desempenho na média mével de sete dias (RMSE = 57,81; MAE =
24,56; R? = 0,61), superando XGBoost, Random Forest, Extra Trees e Gradient Boosting.
Discussdo: A integracdo das previsdes do CatBoost as regras SEIRD dos autématos celulares
permitiu reproduzir adequadamente as tendéncias médias e a variacdo espacial da pandemia,
refletindo a influéncia da conectividade intermunicipal. Em comparacdo com estudos que
utilizam regras fixas e escalas regionais, o modelo proposto se destaca pela granularidade
municipal e pela adaptacdo automética dos pardmetros epidemiolégicos via aprendizado de
maquina. Conclusdao: Como continuidade, pretende-se expandir o treinamento para 2022—
2023 visando prever 2024, incluir um modelo de 6bitos, incorporar regras sazonais e avaliar
abordagens temporais mais avancadas para aprimorar a capacidade preditiva.

Trilha: Trabalho de Pés-graduacio.
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Introdugdo: um dos maiores desafios da simulagdo de dindmica de pedestres (SDP) é a
replicacio de situacBes reais. Essa dificuldade é agravada & medida que caracteristicas
adicionais sdo consideradas, por exemplo, propagacdo de panico, desorientacdo das rotas de
fuga, dindmicas do ambiente, dentre outras. Por meio de regras de transi¢do, os Autématos
Celulares (ACs) s3o estruturas paralelizaveis que podem ser aplicadas a SDP. Contudo, a
maioria dessas pesquisas sdo voltadas para ambientes fechados, onde boa parte das
caracteristicas essenciais desses cenarios ja foram exploradas. Esta pesquisa elabora um novo
modelo de SDP baseado em ACs para ambientes externos, considerando os desafios da
geometria do ambiente, interacdo entre os pedestres e influéncia de fenédmenos dindmicos
adversos, como desorientacdo e fogo. Objetivos: construir um novo modelo de SDP baseado
em ACs que estenda o conceito de piso para reproducdo das dindmicas voltadas aos
ambientes externos, tais como desorientacido na movimentacdo, alternincia de rotas,
obstaculos transponiveis e comunicacdo entre pedestres. Além disso, pretende-se integra-lo a
um modelo de espalhamento de fogo, de modo a representar a influéncia dessa dindmica na
movimentacdo dos pedestres. Método: o novo modelo baseia-se no piso determinista do
modelo Varas, utilizando o calculo das distancias e as regras para conflitos de pedestres. Em
seguida, nosso modelo também adotou o piso dindmico do modelo Alizadeh, onde os
pedestres podem alternar sua rota de fuga considerando as saidas congestionadas. Logo apés,
caracteristicas como desorientacdo, obstaculos transponiveis e placas de orientacdo foram
acrescentadas. Atualmente, o modelo integra uma dindmica de incéndio voltada a avaliar os
efeitos da comunicagdo entre pedestres para a sinalizagdo de regides inseguras. Resultados:
os dados coletados mostram que a inclusdo das novas dindmicas melhorou significativamente
o realismo e o desempenho das simulacdes. Os obstaculos transponiveis permitem que
pedestres encontrem rotas alternativas, acelerando o tempo total de desocupacio dos
cenarios. A inclusdo da desorientacdo faz os pedestres terem dificuldade em encontrar as
rotas certas em regides isoladas do mapa, tornando a simulagdo mais realista. Em
contrapartida, as placas de sinalizagdo reduzem os efeitos da desorientacdo, agilizando o
processo de desocupacdo. Conclusdo: o novo modelo estende o conceito de piso para
ambientes externos, onde novos desafios s3o considerados. Nesses cenarios, foram
acrescentadas dindmicas para exploracdo de obstaculos transponiveis, desorientacdo das rotas
de fuga e auxilio por meio de placas de sinalizagdo, aprimorando o realismo e desempenho da
SDP. Futuramente, pretende-se melhorar a dindmica de incéndio com a integracdo de um
modelo também baseado em ACs, aléem também da inclusio de um mecanismo de
comunicacdo entre os pedestres, visando aperfeicoar a verossimilhanca perante a
complexidade desses cenarios.

Trilha: Trabalho de Pés-graduacio.
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Introducdo: Na area da Computagdo, a programagdo & uma competéncia fundamental,
valorizada tanto na formacdo académica quanto no mercado profissional. As metodologias
ativas baseadas em programacgdo competitiva tém se destacado por integrar teoria e pratica
na resolucio de problemas por meio do cédigo, estimulando o raciocinio légico, o
pensamento computacional e a autonomia dos estudantes. Essas abordagens aproximam o
aprendizado de situacdes reais e favorecem o trabalho colaborativo, a criatividade e a
persisténcia diante de desafios computacionais. Apesar do seu potencial pedagégico, ainda é
necessario compreender melhor os efeitos da programacdo competitiva quando aplicada em
contextos educacionais ndo voltados a competicdo, especialmente onde ha limitacGes de
recursos e de suporte docente. Em Mocambique, essa pratica ainda é recente e enfrenta
desafios estruturais e metodolégicos, reforcando a importancia de estudos que contribuam
para sua consolidagcdo no ensino superior. Objetivos: O estudo teve como objetivo principal
compreender quem s3o os estudantes que participam desses treinamentos, bem como suas
motivacdes, dificuldades e niveis de habilidade técnica, informacdes fundamentais para o
aprimoramento e a sustentabilidade dessas iniciativas. Método: A pesquisa adotou uma
abordagem descritiva, com base em dados coletados por meio de questionarios estruturados
aplicados aos participantes de treinamentos realizados em 2024 e 2025. As variaveis
analisadas incluiram faixa etaria, género, ano do curso, motivacdes, dificuldades enfrentadas,
nivel de habilidade e frequéncia de participagdo. Resultados: Os resultados mostram que o
publico participante é composto, em sua maioria, por estudantes com idades entre 17 e 23
anos, matriculados principalmente no 22 e 32 anos dos cursos de Computacdo. O nivel de
habilidade declarado varia de basico a intermediario. As principais motivacdes relatadas
foram o aprimoramento da légica de programacdo, o interesse em aprender novas técnicas de
algoritmos e o desejo de melhorar o desempenho académico. Entre as dificuldades mais
recorrentes, destacam-se a gestdo do tempo associada a sobrecarga de responsabilidades
académicas com os treinamentos e a auséncia de feedback detalhado nas atividades,
consequéncia do uso de juizes online que, ao informarem apenas se a submissdo estd correta
ou incorreta e ndo explicam a natureza dos erros. Conclusdao: Os treinamentos de
programacdo mostraram-se uma ferramenta importante para o fortalecimento das
competéncias l6gicas e analiticas para os participantes. Os desafios relacionados a gestdo do
tempo, permanecem como o principal entrave a participagdo continua. Ainda existem etapas
e desafios a serem transpostos para o aperfeicoamento da metodologia, adaptada as
condi¢des locais, e para a consolidagdo da programacdo competitiva como pratica formativa e
para a implementacdo de competicdes no contexto mocambicano.

Trilha: Trabalho de Pés-graduagio.
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Introducdo: A predicio de desempenho académico é um desafio central na Mineracdo de
Dados Educacionais. A literatura foca em dados demograficos, notas prévias ou interacdes
em Sistemas de Gerenciamento de Aprendizagem, como cliques ou logins, tratando a
frequéncia de forma puramente quantitativa. Este trabalho aborda uma lacuna: o valor
preditivo do contetido textual especifico das aulas em que o aluno esteve ausente. A hipétese
é que o qué foi perdido é mais informativo do que quanto foi perdido. Objetivos: O objetivo
é avaliar a viabilidade de prever o desempenho (conceitos ‘A’ a ‘E') usando Processamento
de Linguagem Natural aplicado ao contetdo das aulas ausentes. Buscamos também
identificar os melhores algoritmos e vetorizadores para esta nova representacdo textual. A
justificativa é a necessidade de criar sistemas de alerta precoce mais eficazes, que oferegcam
um diagnéstico (o porqué do risco, ou seja, os tépicos perdidos), superando métodos que
apenas indicam que o aluno estd em risco. Método: Diferente de trabalhos que focam em
dados de Sistemas de Gerenciamento de Aprendizagem, o método construiu um atributo
preditivo a partir do registro de conteitdo de aulas de um conjunto de dados da
FACOM/UFU (2011-2019). Para cada aluno, um atributo de texto foi gerado agregando o
contetdo das aulas em que esteve ausente. O texto foi processado por CountVectorizer e
TfidfVectorizer. Oito algoritmos de classificagdo (incluindo Random Forest, CatBoost e
XGBoost) foram treinados e avaliados. A performance foi medida por métricas ponderadas
(F1-Score, Recall) devido ao desbalanceamento natural das classes de conceito (A-E).
Resultados: O desempenho agregado (F1-Score Ponderado) foi modesto (70.44), com a
escolha do algoritmo (Random Forest, CatBoost) sendo mais determinante que a do
vetorizador. A andlise granular por classe revelou o potencial do método: a predicdo da
Classe ‘E' (reprovagdo) foi notavelmente alta (Recall médio de 0.54 geral, 0.64 em disciplinas
GSl, e picos de F1 > 0.90 em algumas disciplinas). Em contraste, a Classe ‘D’ (risco
intermediario) mostrou-se muito dificil de prever. A discussdo sugere que o modelo é mais
eficaz em disciplinas especializadas, onde o contetdo é mais estavel (levantando a hipétese
de menor rotatividade docente), em oposicdo a disciplinas de ciclo basico com maior ruido
textual (maior rotatividade). Conclusdo: Conclui-se que a abordagem n3o é um preditor
universal de notas (dada a dificuldade nas classes A, B, D), mas valida-se como uma
ferramenta robusta e vidvel para sistemas de alerta precoce. A capacidade de identificar com
alta precisdo e recall os alunos em trajetéria de reprovagdo (Classe ‘E’) oferece valor pratico.
A contribuicdo principal & fornecer um diagnéstico inicial (os tépicos perdidos), uma
vantagem sobre métodos tradicionais que usam apenas a contagem de frequéncia.

Trilha: Trabalho de Pés-graduagio.
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Introducdo: A area da computacdo quantica tem apresentado evolucdes significativas a
partir do desenvolvimento das arquiteturas de hardware nos altimos anos, isto tem
possibilitado implementar em computadores quanticos reais algoritmos que eram apenas
tedricos. Objetivos: Dado o potencial da area de computacdo quéntica e a relevancia das
competicdes cientificas e maratonas de programacido para o sistema educacional de
computacdo para estimular discentes a maior dedicacdo e desempenho nos estudos, o
objetivo geral desta pesquisa é implementar e validar a Olimpiada Brasileira de
Programacgdo Quéntica (OBPQ), dentro das diretrizes da Diretoria de Competicdes
Cientificas da Sociedade Brasileira de Computagdo (SBC). Método: Para isto, sera
necessario compreender as diretrizes da SBC para competicdes cientificas e, também, as
caracteristicas das arquiteturas atuais de computacdo quéntica para definir aquela que se
adequa ao contexto brasileiro a ser utilizada na OBPQ. Resultados: Até o momento, foi
feito o mapeamento do estado da arte das tecnologias de computacdo quantica e suas
caracteristicas tecnolégicas. O Qiskit é o conjunto de softwares mais popular e eficiente
do mundo para computag¢do quantica e pesquisa de algoritmos. A plataforma QCoder se
mostrou uma oOtima plataforma tecnolégica para administracdo automatizada da
competicdo, nela é possivel acessar exercicios que exploram diversos conceitos
importantes da computacdo quéantica. A computacdo quantica ainda estd sendo
explorada e ndo estd presente em cursos de graduacdo, diante disso, entende-se que é
necessaria uma explicacdo prévia de conceitos importantes que serdo trabalhados ao
longo da competicdo. Neste momento estdo sendo levantados materiais que explorem
esses conceitos e confeccdo de exercicios para a olimpiada. Simultaneamente estd sendo
feito o contato com membros do Grupo de Interesse de Computacdo e Comunicacdo
Quantica (GI-CCQ) e Diretoria de Competicdes Cientificas da Sociedade Brasileira de
Computagdo (SBC) para levantar informagdes que sdo importantes na competigdo,
considerando a visdo de especialistas. Conclusdao: Uma das maiores contribuicdes
cientificas deste trabalho &, incentivar discentes a estudar computacido quantica de alto
desempenho por meio da Olimpiada Brasileira de Programagio Quantica.
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Introducgdo: Este trabalho propde a aplicagdo integrada de Manutengdo Preditiva (PdM) e
Inteligéncia Artificial Explicavel (XAl) para reduzir significativamente o descarte de produtos
no processo de cozimento de mortadela. As perdas, denominadas “quebras”, classificam-se em
dois tipos: quebra por baixo, resultante de cozimento insuficiente, e quebra por alto,
decorrente de cozimento excessivo, situagdo em que o produto se torna impréprio para
consumo. A motivagdo do projeto surge do indice insatisfatério de perdas observado na
empresa, causado por tempo de cozimento inadequado, distribuicdo desigual de calor nas
estufas e dificuldade de analise em tempo real devido a coleta manual de dados. Objetivos:
O objetivo geral é desenvolver um modelo de IA explicavel para identificar e reduzir quebras
na producdo de mortadela defumada, validando o processo decisério dos algoritmos
utilizados. Os objetivos especificos incluem o pré-processamento dos dados de producio, o
treinamento de modelos de machine learning, a avaliagio de desempenho, a aplicacido de
técnicas de XAl pés-hoc e a comparacdo de abordagens de explicabilidade para suporte a
tomada de decisdo industrial. Método: A solucdo desenvolvida combina modelos preditivos,
como Redes Neurais Profundas (DNNs) e Random Forest, com técnicas de explicabilidade
como LIME e SHAP, visando n3o apenas prever falhas, mas também interpretar as decisdes
do modelo, conferindo transparéncia e confianca ao processo. A fundamentacdo tedrica
baseia-se na Manutenc3o Preditiva, que utiliza dados em tempo real e algoritmos de machine
learning para prever falhas antes de sua ocorréncia, e na Inteligéncia Artificial Explicavel, que
busca aprimorar a transparéncia e a interpretabilidade dos modelos de IA. O estudo envolveu
coleta e normalizacdo de dados a partir de 2.622 registros de quebra e 4.814 registros de
estufa, resultando em 2.920 linhas consolidadas ap6s o pré-processamento. Resultados: Os
modelos de DNN e Random Forest alcancaram acuracias de 95% e 90%, respectivamente,
com foco principal na aplicacdo de técnicas pds-hoc para interpretacdo dos resultados.
Conclusdo: Os resultados esperados incluem previsdo precisa de quebras com base em
temperatura, tempo e posicionamento, explicacdes claras sobre como as variaveis influenciam
as falhas, reducdo de perdas e custos operacionais, além do desenvolvimento de um
framework replicavel para outros processos industriais.
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Introdugcdo: A infraestrutura tecnolégica é um componente essencial nas instituicdes de
ensino superior, sobretudo nos cursos ligados & computagdo. Laboratérios de informatica,
conectividade estavel, servidores funcionais e politicas de manutenc3o continua s3o elementos
centrais para sustentar o ensino, a pesquisa e a extensdo voltadas & inovacdo. A adocio de
metodologias ativas, como a programacdo competitiva, requer condicdes técnicas minimas
que garantam o funcionamento dos ambientes de desenvolvimento e avaliagdo automatica.
Nesse contexto, compreender a realidade das instituicbes mogambicanas torna-se
fundamental para identificar as potencialidades e limitacdes que influenciam a viabilidade de
implementacdo dessa abordagem no ensino superior. Objetivos: Este estudo tem como
objetivo analisar a infraestrutura tecnolégica das instituicdes de ensino superior
mog¢ambicanas, considerando aspectos fisicos, técnicos e organizacionais, com vistas a
compreender o nivel de preparacdo institucional e identificar os principais desafios estruturais
que podem afetar a viabilidade de sua implementagdo. Método: Adotou-se uma abordagem
descritiva e diagnéstica, utilizando questionarios estruturados e entrevistas semiestruturadas
com diretores de curso e gestores de tecnologia da informacdo de instituicdes de ensino
superior mogambicanas. Os dados foram analisados de forma quantitativa e qualitativa,
permitindo comparar as instituicdes quanto a disponibilidade e ao desempenho de seus
recursos tecnolégicos. Resultados: Os dados revelam disparidades na infraestrutura
tecnolégica entre as instituicdes analisadas. Verificou-se variacdo no namero de laboratérios,
na quantidade de computadores operacionais e na estabilidade da conex3do a internet. Em
muitas instituicdes, o suporte técnico é limitado e as politicas de manutencdo preventiva sio
inexistentes ou pouco sistematicas. Embora a maioria possua laboratérios de informatica, a
conectividade instavel, a manutengdo irregular e a escassez de equipamentos operacionais
permanecem como desafios recorrentes que restringem o pleno aproveitamento dos recursos
disponiveis. Conclusdo: Constata-se que as instituicdes de ensino superior mogambicanas
enfrentam limitacdes estruturais importantes que podem dificultar a adocdo da programacio
competitiva em larga escala. A relagio entre o nimero de computadores e o total de
estudantes é geralmente desfavoravel, e muitos laboratérios sdo compartilhados entre
diferentes cursos ou utilizados como salas de aula, reduzindo ainda mais sua disponibilidade
para praticas de programacdo. Embora haja maior consciéncia sobre a importancia da
infraestrutura digital, ela raramente se converte em investimentos concretos. O estudo aponta
a necessidade de acdes sustentaveis para ampliar e qualificar a infraestrutura, fortalecendo a
formac3o técnica e cientifica no ensino superior mocambicano.
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Introdugcdo: o cenario tecnolégico atual, marcado pela crescente adocdo de dispositivos
conectados & Internet das Coisas (loT), tem resultado na expansdo de ataques cibernéticos,
exigindo soluces de seguranca inteligentes e adaptaveis para a deteccdo de intrusdes. A
complexidade e a sofisticagdo das ameacas cibernéticas impulsionam a busca por Sistemas de
Deteccdo de Intrusdes (IDS) capazes de monitorar e responder aos incidentes cibernéticos em
tempo real. Objetivos: o principal objetivo desta pesquisa é propor e validar uma nova
arquitetura para a otimizagdo multiobjetivo de hiperparametros em IDS baseados em
aprendizado por reforco profundo. Para atingir o objetivo, desenvolveu-se uma nova
arquitetura hibrida, denominada SAC&LSTM (Soft Actor-Critic integrado com redes Long
Short-Term Memory), que utiliza Otimizagdo Bayesiana Multiobjetivo (BO), por meio da
biblioteca Optuna, para realizar o ajuste automatico de hiperparametros criticos, incluindo o
namero de camadas, a taxa de aprendizado, a entropia e a funcdo de ativacio. Método: o
trabalho foi conduzido como uma pesquisa experimental e quantitativa, avaliando o
desempenho da arquitetura SAC&LSTM+BO em um ambiente simulado de detec¢do de
intrusdo. A escolha da arquitetura hibrida foi motivada pela necessidade de combinar a
capacidade das redes LSTM de modelar sequéncias temporais e dependéncias de longo prazo
em dados de trafego de rede com a eficiéncia do algoritmo SAC, robusto para espacos de
acdo continuos e otimiza a maxima entropia, promovendo uma exploracio mais eficaz de
acOes. Resultados: os resultados experimentais evidenciaram o alto desempenho da
arquitetura proposta na deteccdo de intrusées. O agente SAC&LSTM otimizado alcancou um
desempenho notavel no conjunto de teste, com Fl-score superior a 99,42% e acuracia de
08,89%. A precisdo de 99,69% e o recall de 99,16% atestam a robustez do modelo, mesmo
em cenarios de classes desbalanceadas. Em relacdo aos fatores de custo computacional, a
otimizagdo multiobjetivo provou-se extremamente eficiente. Os resultados médios indicaram
um consumo maximo de memoéria RAM de 203,96 MB e um tempo médio de otimizagdo por
época de 11,08 minutos. Estes valores mostram que a arquitetura é viavel para aplicagdes em
tempo real e em ambientes com restricio de recursos, como a loT, uma limitagdo
frequentemente ignorada em trabalhos correlatos. Conclusdo: este estudo propds e validou a
arquitetura SAC&LSTM integrada com BO para aprimorar a deteccdo de intrusdo em redes
de loT. A utilizacdo do conjunto de dados realista CICloT2023 garantiu que os resultados
fossem representativos dos desafios de seguranga modernos. As principais contribuicdes deste
trabalho residem na proposta de uma arquitetura hibrida de aprendizado por reforco
profundo para IDS, na validagdo em um cenario loT contemporaneo com madltiplas métricas
relevantes, incluindo fatores de custo, e na definicio de uma funcido de recompensa para
otimizacdo multiobjetivo.

Trilha: Trabalho de Pés-graduacio.
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Visualizacdes em Videos de Vigilancia Orientadas por Ontologia

Jodo Pedro Nunes, José Gustavo Paiva

Universidade Federal de Uberlandia (UFU)
{joao.nunes2, gustavol}@ufu.br

Introducao: Sistemas de videomonitoramento geram grandes volumes de dados, tornando
invidvel a andlise exclusivamente humana de longas gravacdes, o que dificulta a identificac3o
efetiva de eventos relevantes. Muitas abordagens computacionais atuais executam diversas
tarefas analiticas, como deteccdo, sumarizacdo e predicdo de eventos, que muitas vezes n3o
oferecem uma relagdo semantica ao contexto de seguranga, criando uma distancia entre esse
processo e as reais necessidades dos analistas. As ontologias sdo artefatos de representacdo
do conhecimento, estruturadas em dominios especificos que podem ser compreendidas por
maquinas dada sua formalizagdo em linguagem OWL (Ontology Web Language). Estas
possuem relagBes semanticas estruturadas em triplas Sujeito - Predicado (agdo) - Objeto,
com as quais sdo criados axiomas para representar dominios especificos do conhecimento
com regras e com riqueza semantica. Objetivos: Criar uma abordagem de analise visual de
vigilancia baseada na descricdo do dominio do conhecimento fornecido por uma ontologia, de
modo a alcangar representacdes que tornem gravacdes extensas mais inteligiveis para analise,
priorizando relagdes e contextos relevantes. Método: O projeto serd desenvolvido em trés
etapas principais: (1) construgdo de um médulo de detecgdo automatica de relagBes entre
objetos identificados em video de vigilancia; (2) construgdo de um mddulo de instanciagdo
dos eventos na ontologia, preservando informagdes espago-temporais; (3) implementagdo de
um moédulo de analise visual da ontologia produzida com foco na exploragdo semantica dos
eventos e relacdes entre objetos. Resultados: A avaliagdo envolverd estudos de caso em
videos de vigilancia diversos, analisando a capacidade da proposta no conteido desses videos.
Espera-se obter uma ferramenta eficaz de constru¢do de ontologias e sua compreensdo em
termos de contetido, uma ontologia aplicada ao dominio de vigilancia, um protétipo funcional
de sumarizacdo e navegacdo semaintica de videos e evidéncias de que a combinagdo entre
extracdo automatica baseada em biblioteca especializada e representacdo ontolégica favorece
a identificacdo rapida e explicivel de situacdes de interesse. Conclusdo: A proposta
encontra-se em estagio inicial de desenvolvimento e estdo sendo feitos testes em bibliotecas
de deteccio de eventos em videos que serdo utilizadas nas visualizac®es futuras.

Trilha: Trabalho de Pés-graduacio.
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